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ABSTRACT 
Smog is a serious environmental problem. It is an atmospheric pollutant that, if 
inhaled frequently, can lead to lung diseases such as asthma and bronchitis. One of 
the most dangerous air pollutants is particulate matter with a diameter of fewer than 
2.5 micrometers (PM2.5), which may be breathed into the body and cause major 
health issues by introducing dangerous compounds deep into the lungs and 
bloodstream. In this research, a new convolutional neural network is proposed, by 
upgrading and parallelly stacking the two pre-trained models ResNet18 and ResNet50 
to form a new modified-combined convolutional model (C-DCNN). Besides, we 
stacked another two columns of layers to extract the low features of ResNet18 and 
ResNet50 separately, to create finally four stacked columns of layers. The new model 
classifies images into different classes based on their PM2.5 concentration levels. To 
assess the suggested approach, an image augmentation is applied, then divided the 
images randomly (80% for the training progress,20% of the used training data for 
validation, and 20% for testing). The experimental results demonstrate that the 
proposed method increased the accuracy of level estimation with an accuracy 
increment equal to (6.25% at LR=0.0007) compared to ResNet50. 

KEYWORDS 
Deep Learning, Combined Convolutional Neural Network, ResNet, Image 
Classification, Air Quality, Particulate Matter. 
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1. INTRODUCTION
The act of polluting the air with toxins that are harmful to living beings and humans, 

or that degrade the environment or materials is referred to as "air pollution" [1]. 
Humans may suffer from sicknesses or allergies, or even pass away as a result of it. 
In addition, it can impact the built environment (as a result of factors like ozone 
depletion, climate change, or habitat degradation) as well as other living things like 
food crops and animals, such as acid rain [2]. With anthropogenic ozone and PM2.5 
causing 2.1 million fatalities per year, outdoor air pollution from the combustion of 
fossil fuels alone is one of the leading causes of mortality in people [3, 4]. Particles or 
as also called Particulate matter are minute solid or liquid particles suspended in a 
gas, commonly known as (PM), atmospheric particulate matter (APM), or fine particles 
[4]. The 2.5 refers to the size range of particles. A particle considered to be PM2.5 has 
a diameter between 1 and 2.5 micrometers (which is about 1/30th of the width of a 
human hair) [3, 4]. Some of the biggest cities such as China and Taiwan installed 
PM2.5 monitoring stations, but due to the expensive and the required resources it is 
not always the best idea, due to the need of installing more than one station for the 
large cities due to coverage limitation. The use of deep learning to forecast air quality 
by picture classification or regression is one of the better methods in this sector. 
Image-based automated information extraction has been the subject of a lot of work in 
machine learning and computer vision. The use of the image is an efficient and easy 
method because of the widespread of smartphones and the ability of every person to 
capture an image whenever he wants and wherever he is. This study introduced an 
image-based PM2.5 analysis technique that uses a deep learning network to 
categorize the PM2.5 concentration levels of outdoor images. The method suggested 
in this study leverages the cutting-edge CNN algorithm for image analysis in contrast 
to image feature-based PM2.5 analysis methodologies. Due to the CNN's explicit end-
to-end design and ability to automatically extract both low-level and high-level picture 
characteristics. The Shanghai dataset (1052 photos, one scene) from [5] was used to 
test our methodology. The rest of this study is divided into the following sections. We 
describe some earlier work on machine learning for image categorization in Section 2. 
We discuss the contributions of our study and the provisions relating to the 
experiments in Section 3 of this article. We provide our suggested approach to 
concatenated neural convolution networks in Section 4. The experimental findings in 
Section 5 demonstrate how well our strategy performed. In Section 6, we draw to a 
close this essay, and finally, the references in Section 7.

2. RELATED WORKS
In [6] they merged meteorological data and images to predict PM2.5 indices of 

outdoor photos, using support vector regression (SVR) and deep learning techniques. 
Their suggested approach employs two datasets gathered from Beijing and Shanghai 
city in China besides a constructed SVR model to integrate the PM2.5 predicted by 
the CNN with two meteorological parameters, wind speed, and humidity, to provide 
the expected outcomes towards the end of the PM2.5 index. For the Shanghai 
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dataset, the proposed model reduced the RMSE by 26.08% and the R-squared 
increased by 24.57%. For the Beijing dataset, the proposed model reduced the 
reduced RMSE by 5.27% to 56.03 and increased the R-squared by 8.4% to 0.6046.

The authors of [7], Using an ensemble of deep neural network-based regression, 
the researchers estimated the PM2.5 concentrations based on photos taken outside. 
Using a feedforward neural network and a dataset of 1460 pictures for performance 
analysis, they merged the PM2.5 predictions from three convolutional neural networks 
ResNet50, Inception-v3, and VGG-16, to generate the final PM2.5 forecast of the 
image. As a consequence of their experimental findings, which show that the meta 
trainer can effectively aggregate the PM2.5 predictions from base learners and 
provide a better prediction than any single base learner utilized, the suggested 
technique is suitable for monitoring PM2.5 pollution. Based on a study of a substantial 
number of outdoor pictures accessible for Beijing, Shanghai (China), and Phoenix, the 
researchers calculated PM air pollution. Six picture elements were taken from the 
photographs and combined with additional pertinent information, such as the sun's 
position, the date, the time, the location, and the weather, to forecast the PM2.5 index.

The researchers in [8], have proposed an image-based deep learning model (CNN-
RC, under VGG schemes and ResNet with some layers). That combines a 
convolutional neural network with a regression classifier. By shots extraction feature 
and feature categorization into air quality categories. This model is capable of 
calculating the air quality at specified places. The models were tested after training on 
datasets, comprising different combinations of the current image, HSV (hue, 
saturation, value), characteristics, and the baseline image, to boost model 
dependability and estimation accuracy. The Linyuan air quality monitoring station in 
Kaohsiung City, Taiwan, collected a total of 3549 hourly air quality datasets, including 
images, PM2.5, and the air quality index (AQI), to quickly produce an accurate image-
based estimation of multiple pollutants at once using just one deep learning model. 
According to their test findings, the estimation accuracy for R2 for PM2.5 using day 
(night) photos is 76%.

In the manuscript of [9], they integrated two deep convolutional neural networks 
(DCNNs) utilizing transfer learning to extract distinctive picture properties, running the 
previously trained Inception and Xceptions models concurrently. Before feeding the 
final fully linked layers for classification, the feature maps are merged and reduced by 
dropout. The system uses maximum likelihood and majority voting criteria to classify 
sub-images first, then the entire picture. Breast cancer is classified as having four 
tissue malignancy levels: invasive carcinoma, in situ carcinoma, benign, and normal. 
The experiments were conducted using the BACH, Breast Cancer Histology dataset, 
and they used 4800 photos to obtain an accuracy of roughly 95%. 

2.1. COMPARISON WITH OTHER MACHINE LEARNING WORKS 
Predicting the air quality using image-based machine learning has a huge role, as it 

reduces the dependence on the huge amount and expensive equipment. In addition 
to being available at hand, for ease of use by smartphone devices. The accuracy of 
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any image-based CNN model depends on the size of the used dataset (is it enough to 
learn the model or not?) and how good the model is for training correctly. Besides, the 
number of classes for classifying the problem at hand is important with the 
classification model. For the same dataset, increasing the number of classes used 
means decreasing the number of images in each class, which may reduce the 
accuracy or cause an overfitting problem. The results comparison demonstrates that 
the proposed new model significantly achieved reasonable accuracy increment 
compared to the ResNet50, despite the small dataset and the number of classes that 
are categorized by it. It is noteworthy that the used models in [6], and [9] have higher 
accuracy as they are owning a large number and a clear difference of images in the 
dataset. Any increment in the number of images per class has a significant effect on 
increasing the accuracy as clarified in.

3. CONTRIBUTIONS AND MATERIAL

3.1. CONTRIBUTIONS 
The following is a summary of our work's significant contributions:

• This paper uses two pre-trained CNN models for air quality (PM2.5 levels) using one
scene image. Instead of creating a new model and solving the issue of the little
amount of accessible dataset, this study tries to improve the performance of
learning.

• The main goal of this study is to provide a comprehensive classification that
considers the following five categories of pollutants: Level 1, Level 2, Level 3, Level
4, and Level 5.

• This work develops a model based on parallel convolutional neural networks, to
consolidate the machine learning training process. This architecture assembles the
architecture of two conventional networks: ResNet18 and ResNet50 models.

As far as we are aware, no study has been done using ResNet18 and ResNet50
with their low features to show this design.

3.2. DATASET AND AUGMENTATION 
With the use of the AQI index, the daily air quality is provided. It lets you know if the 

air is clean or dirty, and it alerts you to any potential health risks. The AQI focuses on 
potential health effects that may occur hours or days after inhaling polluted air. The 
four primary air pollutants specified by the Clean Air Act are used to calculate the AQI: 
carbon monoxide, sulfur dioxide, ground-level ozone, and particle pollution. The 
amount of air pollution and health concern is inversely correlated with the AQI value. 
This paper considered the air quality using photos taken at fixed locations in Shanghai 
[10] with its corresponding PM2.5 [11]. The images have been divided into five classes
based on the number of micrograms (the mass or weight) per cubic meter of air as
(µg/m3), In this work, the level of PM2.5 images start with Level 1 class and a
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concentration between (0 to 18.5) and end with the Level 5 class with concentrations 
greater than 59.9 as shown in Table (1)

Table 1. PM2.5 classes and concentration.

The Shanghai PM2.5 dataset is available online through Figshare and contains 
about 1954 images with different air quality levels during daylight. The images are 389 
by 584-pixel resolution. To use the images with ResNet, and as its first layer of size 
(224, 224, 3), we resized the image to fit the input layer. besides, for image 
augmentation, we flipped all the images horizontally to get a total image equal to 2104 
images. The images number in each class are shown in Table (2), (some images are 
not considered to ensure data balancing between the classes). According to [12], 
using a pre-trained model, 150-500 images per class is sufficient to achieve 
reasonable classification accuracy (Reasonable, not the best).

Table 2. The number of images in each class. 

4. METHODOLOGY
In this part, we presented a novel categorization scheme for air-quality 

photographs. The design is built on transfer learning by utilizing ResNet18 (Depth=18, 
layers =71, Size=44MB, Parameters =11.7 million, input size, 224, 224, 3) and 
ResNet50 (Depth=50, layers =177, Size=96MB, Parameters =25.6 million, input size, 
224, 224, 3) and. The new proposed model consists of 260 layers and 35.4 million 
parameters, and its size is 249 MB. ResNet18 and ResNet50, two pre-trained 
convolutional neural networks, are upgraded and utilized without the final layers (fully 
connected, Softmax, and classification layers). Their role is to perform high-feature 

Class Level PM2.5 concentration (µg)

Level 1 < = 18.4

Level 2 18.5 - 30.4

Level 3 30.5 - 40.4

Level 4 40.5 - 59.9

Level 5 > = 60

Class No. of images

Level 1 320

Level 2 411

Level 3 492

Level 4 472

Level 5 409

All classes’ images 2104
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extraction (dense presentations of the input images). This means, to this point, we will 
have two lines of stacked layers both starting with the input layers and ending with a 
ReLU layer, with some in between layers according to each model architecture. The 
ResNet18 and ResNet50 are upgraded then, by adding two important layers, (Flatten 
and LSTM layers). In addition to the two models, we stacked another two lines of 
layers called (Low_R18 and Low_R50) to extract the low image features from 
ResNet18 and ResNet50 respectively.

Low_R18, started by the ResNet18 layer number (18), while Low_R50, started by 
the ResNet50 layer number (36), with no layers in between for both. The Low_R18 
and Low_R50 columns are designed by feeding them (from their starting layers) 
directly into a dropout layer with a probability equal to 0.5 to reduce the overfitting (A 
dropout layer randomly sets some input elements to zero with a given probability). 
Then to a “2-D max pooling” layers, with (pool size = 4,4, strid = 4,4. Each output of 
the “2-D max pooling” layer is fed to a 2-D average pooling layer with (pool size = 2,2, 
strid = 2,2). After that, we entered the output of both columns (Low_R18, and 
Low_R50) to a flattened layer, followed by Long short-term memory (LSTM) layer with 
several hidden units equal to (10). The two outputs of columns (ResNet18 and 
Low_R18) are added using an additional layer. Also, the two outputs of columns 
(ResNet50 and Low_R50) are added using another additional layer.

The outputs from the two additional layers are concatenated using the 
concatenation layer and passed again to another dropout layer with a probability of 
0.5, and finally passed to the last dense layer followed by a Layer normalization layer. 

The strategy's conceptual underpinnings include:

• Initial pre-processing for image resizing.

• Image augmentation with horizontal flip to the right.

• ResNet18 and ReNet50 upgrading.

• Low and high feature extraction based on transfer learning, by the newly added
columns of layers (Low_18 and Low_50).

Figures (1 and 2), which depict the upper and bottom portions of the newly
proposed model, respectively, exhibit the block diagram of the suggested technique. 
The suggested models and the added layers will be covered in detail in the sections 
below. The proposed model will add the high features of the modified ResNet18 with 
the low features of the ResNet18 after stacking some useful layers (Low_R18). And 
the same for ResNet50, it will add the high features of the modified ResNet50 with the 
low features of the ResNet50 after stacking some useful layers (Low_R50). 
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Figure 1. The upper layers of the new model   Figure 2. The lower layers of the new model 

4.1. TRANSFER LEARNING FOR TRAINING DEEP LEARNING 
MODELS 

A model that has been trained for one job is utilized as a starting point for a model 
that completes a related task in the transfer learning method of deep learning [13]. 
Transfer learning may often update and retrain a network more quickly and easily than 
starting from scratch. Transfer learning is a well-liked approach because: It allows you 
to reuse well-liked models that have already been trained on huge datasets, allowing 
you to train models with less labeled data. Training and testing data for traditional 
machine learning often share the same input feature space and data distribution. The 
performance of a predictive learner may suffer when the distribution of data between 
training and test sets differs [14]. In some circumstances, it might be challenging and 
expensive to find training data that fits the test data's feature space and projected data 
distribution properties. A high-performance learner for a target domain is thus 
required, and it must be taught from a comparable source domain. The drive behind 
transfer learning is this. On the other hand, combined deep convolutional neural 
networks (C-DCNN) eliminate the requirement to extract complex features before 
training the classifier and allow for the learning of high-level and advanced features 
from the training dataset [9]. Convolutional layers for feature extraction give the 
classification system effective field knowledge. CNNs enable the reduction of the field 
knowledge required to create a classification system, followed by layer pooling. As a 
result, the approach’s performance is less influenced by the dataset that was utilized, 
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and comparable network topologies can produce positive outcomes for a variety of 
issues. When used to estimate air quality, the C-DCNN has improved pollutant 
concentration predictions [15]. The performance of the created learning model heavily 
depends on the accessibility of the learning dataset. Due to their small datasets, 
certain classification problems cannot conduct the necessary deep learning. 
Additionally, data gathering is costly and may need a complex capture procedure and 
professional annotation. Transfer learning seeks to solve the dataset availability issue 
by using a pre-trained model on a sizable, labeled dataset of a generic context. To 
meet the new setting, only a minor training change is necessary [9]. The massive 
Imagenet dataset, which includes more than a million photos belonging to a thousand 
different object categories, is used to train ResNet50 and ResNet18. The accuracy of 
the two models on the Imagenet dataset is good. The following is a description of the 
two CNNs' structures:

4.2. RESNET18 ARCHITECTURE 
ResNet18 has 18 layers with a 7x7 kernel as 1st layer. It has four layers of 

ConvNets that are identical. Each layer is made up of two residual blocks. Each block 
is made up of two weight layers with a skip connection connected to the output of the 
second weight layer with a ReLU. If the result is equal to the input of the ConvNet 
layer, then the identity connection is used. But, if the input is not similar to the output, 
then a convolutional pooling is done on the skip connection. ResNet18 also used two 
pooling layers throughout the network one at the network's inception and the other at 
its conclusion. The input size taken by it is (224, 224, 3), where 224 is the width and 
height, and 3 represents the RBG channel. The output is a fully connected layer that 
gives input to the sequential layer [16, 17].

4.3. RESNET50 ARCHITECTURE 
ResNet-50 is a pre-trained model that won the 2015 ImageNet Large-Scale Visual 

Recognition Challenge (ILSVRC) competition. It was trained on a portion of the 
ImageNet database. The model can classify photos into 1000 item categories and is 
trained on more than a million photographs. It contains 177 layers in total, which 
corresponds to a 50-layer residual network (224, 224, 3) [18]. The ResNet 
architecture (figure 3) is considered to be among the most popular Convolutional 
Neural Network architectures around. Residual Networks (abbreviated ResNet) were 
first described by Xiangyu Zhang, Kaiming He, Jian Sun, and Shaoqing Ren in their 
2015 computer vision research paper titled "Deep Residual Learning for Image 
Recognition" [18]. ResNet was later introduced by Microsoft Research in 2015 and set 
numerous records.
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Figure3. ResNet architecture. 

A significant drawback of convolutional neural networks is the "Vanishing Gradient 
Problem." Weights scarcely change as a result of the considerable fall in radiant value 
that occurs during backpropagation. ResNet is employed to get around this. It 
employs "SKIP CONNECTION," which, as illustrated in Figure (4) [18], adds the 
original input to the convolutional block's output. The authors of Xiao Tian [19] provide 
many common convolutional neural networks, including VGG16, VGG19, Inception, 
Xception, and ResNet50, which are utilized to determine the constellation's 
modulation pattern. Through trials, it has been shown that among other models, the 
ResNet50 network works best and has the greatest accuracy. Numerous more 
studies, including [20] and [21], demonstrate ResNet50's superior accuracy 
performance.

Figure 4. ResNet skip connection. 

4.4.COMBINING MODELS AND ADDED LAYERS 
Next in sections (4.4.1 to 4.4.5), we will describe the added layers to ResNet18 and 

ResNet50, and the layers added to extract the ResNet18 low features and ResNet50 
low features (Low_R18 and Low_R50 respectively), to build the whole proposed 
model.
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4.4.1. DROPOUT LAYER 
Problems with training time and learning overfitting are frequent in deep learning, 

particularly in C-DCNN. Additionally, it costs a lot of computation to combine the 
outputs of several trained models [22]. To address these issues, the feature vector 
should be dropped out before being fed into the max pooling layers. Dropout [23] is a 
newly suggested regularizer to combat the overfitting problem. It is a regularization 
technique that stochastically adjusts the hidden unit activations for each training 
example to zero during training. Other stochastic model averaging techniques like 
stochastic pooling [24], drop-connect [25], and maxout networks [26] were influenced 
by dropout. The following figure (5) illustrates how the dropout layer affected the Low 
R50 and Low R18 input features.

Adding a dropout layer before the first max pooling layer row [27] demonstrate that 
sampling activation based on a multinomial distribution with an adjustable parameter p 
is equal to utilizing max-pooling dropout at training time (the retaining probability). This 
method, which is only carried out during training time, has a major impact on cutting 
down on training time and preventing overfitting. The following layer for columns (Low 
R50 and Low R18) is a max pooling layer based on that.

Figure 5. Dropout layer with probability = 0.5 

4.4.2. 2D MAX POOLING AND AVERAGE LAYERS 
The output feature vectors of each dropout are fed into a “2-D max pooling” row 

layer and symbolized as “maxPooling2dLayer”, with (pool size = 4,4, strid = 4,4). This 
layer is used to perform downsampling separately on columns (Low_R50 and 
Low_R18), by breaking the layer’s input into square or rectangle areas according to 
the pool size, then finding each area's maximum value. The used pool size refers to 
the width and height of the rectangular regions and the stride represents the stride 
dimensions which is the steps that the rectangular region will move as shown in 
Figure (6). 
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Figure 6. Max pooling layer. 

The pooling zones overlap if the stride dimensions are smaller than the 
corresponding pooling dimensions [28]. To overcome this problem, we have to choose 
a size equal to or greater than the pooling size (in our model we used a stride size 
equal to the pooling size), to prevent the overfitting issue by reducing the number of 
parameters. Each (x × y) area represents a feature map, for example, the green area 
to the left of the figure is changed to a single number (the green area with the number 
‘4’ in the right of the figure tallied as the max of [x y] values. The resultant feature is an 
array with d values, where d is the number of filters. Introduced in[28], 
maxPooling2dLayer provides a more accurate classification. Additionally, the Max 
pooling layer offers the key functionality (i.e., edges), Additionally, it is more adept at 
handling the extraction of the extreme characteristics. This implies that feature 
mapping truly uses all values [29]. 

The same is for the 2D average pooling layer shown in Figure (7) which 
downsamples the pooled area by splitting the features into the square area and 
calculating the average of that area. 

 
Figure 7. 2D average pooling layer. 
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4.4.3. FLATTEN LAYER 
The square or rectangle input features are converted into a single dimension by a 

flattened layer since rectangular or cubic forms cannot be used as direct inputs 
(convert images to feature vectors). Figure (8) shows a flattened layer applied on a 
pooled feature map. 

 

Figure 8. Applying a flattened layer. 

The reason for flattening the intermediate outputs (feature maps) is: After the 
pooling layer, we will get a feature map with different heights and widths for each 
column as shown in the activation of Table (3), which is already obtained from images 
after passing through a lot of layers. Flatten layers allow us to add features of different 
lengths. 

Table 3. Activations properties of each column. 

For our problem we have only five classes, so, we have to flatten the output of 
each pooling layer and pass through a neural network that has the number of output 
layers corresponding to the number of classes (5). In the imaging context, these are 
referred to as linear layers. In other words, the convolution layer acts as a feature 
extractor which helps a fully connected layer to do the task of classifying the images. 
A 1D array is used by these fully connected layers to carry out the categorization. To 
facilitate smooth 1D array operations, we flatten the data as we analyzed the images. 

Column Activations After flattening

ResNet50 1(S) x 1(S) x 2048(C) 4048(C)

ResNet18 1(S) x 1(S) x 512(C) 512(C)

Low_R18 7(S) x 7(S) x 256(C) 12544(C)

Low_R50 7(S) x 7(S) x 64(C) 3136(C)
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4.4.4.LSTM LAYERS (LONG SHORT-TERM MEMORY) 
The long-term relationships between time steps in time series and sequence data 

are learned by an LSTM layer. The additive interactions carried out by this layer 
during training may aid in enhancing gradient flow over lengthy periods. Recurrent 
neural networks of the (LSTM) kind can learn order dependency in sequence 
prediction tasks, and complicated problem domains demand this behavior. It contains 
feedback connections, which means that aside from single data points like photos, it 
can interpret the complete sequence of data. The theory of LSTM is shown in the 
following figure (9).  

 
Figure 9. LSTM layer architecture 

An important role in an LSTM model is played by a memory cell known as a "cell 
state" that maintains its state across time. The horizontal line that passes across the 
top of the aforementioned figure indicates the cell state. It may be seen as a conveyor 
belt across which data simply and unaltered passes. Information removal from or 
addition to the cell state is controlled by the LSTM layer gates. These gates could let 
data through and out of the cell. It has a sigmoid neural network layer and a pointwise 
multiplication operation that support the technique shown in Figure (10). The sigmoid 
layer generates numbers ranging from 0 to 1, where 0 denotes that nothing should be 
let through and 1 denotes that everything should be allowed through. Simple addition 
or multiplication operations that pass-through cell states are used by LSTM to make 
little changes to the data. The LSTM selectively forgets and recalls information in this 
way. The quantity of data remembered in between time steps (the hidden state) is 
configured to match the number of hidden units (10). Regardless of the duration of the 
series, the concealed state can contain data from every previous time step.  
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Figure 10. Multiplication operation and a sigmoid neural netlayer 

4.4.5. DENSELY CONNECTED LAYERS 

Finally, the output features of the concatenation layer are fed again to a dropout 
layer, then to a densely connected layer (fully connected layer) followed by a “layer 
normalization layer and”, then to a Softmax logistic regression layer. The reason 
behind using the layer normalization layer is to speed up the training of recurrent and 
multilayer perceptron neural networks and reduce the sensitivity to network 
initialization. After normalizing progress, the input to the layer is scaled with a factor γ 
called “learnable scale” and then it is shifted by the learnable offset β (which are left 
as their default values). 

5. EXPERIMENTATION SETTINGS 
The five classes are presented with several images as in Table (2). The images are 

in (.jpg) format and have a size of 389 by 584 pixels. Figure 11 highlights the 
variability of the five classes. Before the learning and classification steps, the input 
images are used directly after resizing them to (224, 224, 3), with no other previous 
filtering or pre-processing. The combination of the two models with the low features 
allows for achieving an improvement in air quality prediction by about 6.31% (with a 
learning rate LR=0.0007). The dataset was expanded through image data 
augmentation and obtained using Python programming language and achieved by 
flipping the images horizontally to one side only (right). We specified No special 
parameters in Matlab for image data augmentation. For columns (Low_R18 and 
Low_R50), a dropout of 0.5 is used to prevent the overfitting of the training process. 
Followed by two rows of 2D_max pooling and 2D average pooling layers. From this 
point, all the columns, then are passed to flatten layers to convert the features map 
into vector form followed by LSTM layers. The experiments were set with the following 
parameters (option of training): Solver for training network = sgdm (use the stochastic 
gradient descent with momentum optimizer), This work, tried different learning rates 
(0.007, 0.0007, and 0.00007), with tested batch sizes equal to 10 and 60 epochs. The 
number of iterations per epoch was 149 of a total of 8940 iterations. The loss function 
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computes the cross-entropy loss between the labels and predictions for the training 
set and the validation set. 

 

Figure 11. A variability of the five classes starting with Level 1, Level 2, Level 3, Level 4 and 
Level 5. 

The proposed model is trained first on 80% of the dataset while 20% of the training 
data are used for the validation step and 20% for testing. That led to 65% of the data 
for training, 15% for validation, and 20% for testing. The statistics about the training, 
test, and validation for the sub-images datasets are detailed in Table (4). 

Table 4. Datasets statistics for training, validation, and testing. 

The environment for the experiment used along with MATLAB R2022a is as 
follows: 
• System Manufacturer: LENOVO LEGION5 
• OS Name: Microsoft Windows 11 Home 
• System Type: x64-based PC 
• Processor: Intel(R) Core (TM) i7-10750H CPU @ 2.60GHz, 2592 Mhz, 6 Core(s), 12 

Logical Processor(s) 
• Installed Physical Memory (RAM): 16.0 GB 

5.1. IMAGES CLASSIFICATION RESULTS 
As the number of images is limited and too low, two pre-trained models are used. 

dataset augmentation, learning transfer, allows for to prevent or reduce the overfitting 
issue by dataset increasing and enhance the training process. The classes are 
created by splitting the utilized image dataset (each of size 389 by 584) into five 
classes each of size (224 by 224). The estimated level of the five sub-images classes 
is obtained using the presented deep model. In this paper, first, a zero-weight 
ResNet50 is used, to test a model that hasn’t been trained before to show if using a 
small image dataset could achieve reasonable accuracy or not. It is found that the 
zero-weight ResNet50 could not exceed 28% of accuracy, whatever the learning rate 

Set Percentage No. of images

Training 65 % 1368

Validation 15 % 316

Test 20 % 420
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is. Then the pre-trained ResNet50 along with the three learning rates (LR= 0.007, 
0.0007, and 0.00007) is applied, without any changes on its layers. It is found that the 
system achieved an average accuracy (tested three times with the same model 
options) equal to (68.61%, 70.86%, and 67.44% respectively with the LR). Also, the 
average accuracy using the test part of the image gave a close accuracy to the 
validation accuracy which is a clue that the system has not overfitted, as shown in 
Table (5). 

Table 5. ResNet50 accuracies to LR. 

net50 achieved the best accuracy (70.86%) with LR = 0.0007 with an average time 
equal to 52 minutes and 85 seconds. Then the new model with the same previously 
mentioned training options is applied, three times on each of the three learning rates 
to calculate the average validation accuracy. The experimental results show that the 
new model can achieve an average validation accuracy equal to (72.92%, 77.17%, 
and 73.54% respectively with the LR= 0.007, 0.0007, and 0.00007) as shown in Table 
(6). 

Table 6. The new model accuracies for LR. 

The new model achieved the highest accuracy with LR=0.0007, it is also clear that 
the model has a test accuracy very close to the validation accuracies. Compared to a 
fresh model like the zero-weight ResNet50, the system achieved a very big jump in 
accuracy close to 50%. Compared to the pre-trained ResNet50, the new model 
achieved a reasonable increment in accuracy with about (6.31%) for the learning rate 
(0.0007), while it achieved about (4.31% and 6.1%) for learning rates (0.007 and 
0.00007). From tables (5 and 6). it is noticed that the new model takes longer time for 
learning, which is because the new model has a higher number of layers and extracts 
the features four times.  

ResNet50

Learning rate Avg. Validation acc. Avg. test acc. Avg. total time

0.007 68.49 67.64 51.34

0.0007 70.92 70.88 54.59

0.00007 66.91 67.52 58.54

The New Proposed Model

Learning rate Avg. Validation acc. Avg. test acc. Avg. total time

0.007 72.92 71.88 82.84

0.0007 77.17 75.31 81.21

0.00007 73.54 73.27 88.41
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6. CONCLUSION AND FUTURE WORK 
In this work, a deep architecture for the classification of air quality based on PM2.5 

concentration levels images is proposed. The new proposed model allows for the 
discrimination of the low and high features. Compared to existing research, the 
performance of our approach outperforms state-of-the-art methods. From the results, 
because the new models have a higher number of layers and extract the features four 
times, the new models take a longer time per epoch for learning. The new proposed 
model achieved an accuracy increment of about (6.31% at LR=0.0007), while it 
achieved (4.31% and 6.1% with LR=0.007 and 0.00007 respectively) as clarified in 
Tables (5 and 6). In the future, our approach can be extended by adding other models 
to the proposed one in this paper, or by utilizing other pre-trained models. Also, a 
multi-scene image dataset can be used next.  
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