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ABSTRACT 

The magnetic properties of non-oriented silicon iron alloys are strongly influenced 

by the cutting technology. Medium quality electrical steel M800-65A samples were 

cut through mechanical punching, laser, water jet and electro erosion technologies 

and were characterized with an industrial Single Strip Tester at the peak magnetic 

polarizations Jp of 0.5, 1 and 1.5 T, in the frequency range starting from 10 Hz to 

200 Hz. The influence of the cutting technology on the energy losses and magnetic 

permeability was investigated. 

 
KEYWORDS 

Non-oriented electrical alloys, Cutting technology, Energy losses, Relative magnetic 

permeability. 

 

1. INTRODUCTION 

Non-oriented electrical steels have a crystalline texture, which is characterized 

through a very low magneto-crystalline anisotropy. They are intensively used in the 

manufacture of the high efficiency electrical machines, in order to save energy and 

to avoid the overheating phenomenon. It is well known that the electrical machines 

have an energy consumption of 50% from the worldwide electricity consumption 

and almost 6040 Mt of CO2 emissions are due to these devices. According to the 

newest regulations, it is expected that in 2030, without proper environmental 

decisions, the energy consumption of the electrical motors will increase until 13360 

TWh/year and the emissions will be equal to 8570 Mt/year. Recently the energy 

losses of the newly produced electrical machines have been decreased with an 

amount of 20%, by comparing them with those, measured before 2016. The most 

important machine producers made motors in classes of premium efficiency (IE3) 

and above, i.g. Super Premium Efficiency (IE4) and Ultra Premium Efficiency (IE5) 

[1, 2, 3]. Nowadays it is a great challenge to produce an efficient electric motor, 

because thermal stresses, insulators’ aging and low energy losses have to be taken 

into account. The most efficient motors are based on rare earth permanent magnets, 

but copper rotor electrical machines and synchronous reluctance motors could have 

comparable efficiency standards. Alternative current motors are designed to work 

at a constant speed, and its electronic drives improve the electrical machine 

flexibility. When a variable speed drive (VSD) is used, the inrush currents are 

decreased, the power factor has a good value, the effects of torque variation and 

speed drop are eliminated. In order to increase the efficiency of the electric motor, 

good quality of non-oriented materials, with low energy losses should be used [4, 5]. 

Usually the magnetic cores of the electrical machines are prepared, by cutting the 

non-oriented alloys through mechanical punching, because this method is very fast 

and cheap, although it generates inside the material mechanical stresses that affect 

the energy losses and the magnetic properties. A work hardening phenomenon is 

expected to appear at the cut edge and deformation of the crystalline grains is 

present. Usually during a recrystallization process, these deformed grains are 

entirely transformed in new magnetic grains with better properties. The most 

important parameters of the cutting procedure are the clearance and the cutting 

angle, but also the hardness of the blade it is usually taken into consideration. When 

it is chosen a proper value of the clearance the induced mechanical stresses are 

minimal, and this fact contributes to the life increase of the cutting shears. A good 

quality cut edge is obtained, based on empirical determination for each cutting 
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machine. When a strip is cut, only a small part is cut, and the rest is separated 

through fracture phenomenon [5]. The samples involved, in the paper were 

prepared, using a classical Computer Numerical Control (CNC) Turret punching 

machine. This device has a 3 axis Siemens special CNC system and uses AC 

servomotors. Its main components are actioned pneumatically, and it is equipped 

with concentrated lubricating systems, which decrease the friction during the 

cutting procedure. 

 

Sometimes the electrical machines’ producers want to obtain a free burr cut edge 

and they choose the non-conventional cutting technologies as laser. Laser method 

is a very flexible one, but unfortunately it induces important thermal stresses and 

the method is expensive. In the case of CO2 laser, the single generated wavelength 

is in Infra-Red spectrum. The beam has an 0.025 mm diameter, when it travels from 

the laser resonator to the beam path. It is guided through a mirror or a special lens’ 

system and finally is focused on the material. The laser beam is accompanied by a 

compressed gas, as Oxygen or Nitrogen. The cut edge is almost perfect, but the 

high power density of the beam has an unwanted result, which consists of a rapid 

heating, melting or partial vaporizing of the material. In the paper a Morn Laser 

machine was used to cut the samples. This machine is a very performant one and 

the laser cut has no cracks or supplementary deformation due to the thermal 

stresses and it has a very high stability of the cutting tool [6, 7].  

 

Other non-conventional cutting technologies are the electro-erosion and water jet 

methods. The electro-erosion (EDM) produces any stresses, but the process is very 

slow, and it can be used only for small dimension electrical machines. Today EDM 

machines are very stable, starting with 1980 due to the introduction of the CNC in 

the EDM technology and they could be used to cut complex shapes. The basic 

phenomenon involved in the EDM cutting procedure is the energy transformation 

from electrical into thermal energy, using a series of electrical discharges that 

appear between an electrode and a workpiece, introduced in a dielectric fluid. This 

fluid is a very special one, because it has to avoid the electrode electrolysis. The EDM 

procedure is a modern technique, based on material erosion, when a spark appears 

as a result of an applied voltage between the electrode and the material surface. The 

dielectric fluid is a cooler medium and it helps the discharge energy to be 

concentrated on a small area. As the erosion advances, the electrode is moved 

through the dielectric fluid. Recently, servo systems are used, to assure a constant 

gap voltage, between the material and the wire and to retract the electrode, when a 

short circuit occurs [5, 6, 7, 8]. A Kingred Wire EDM, controlled by a CNC system, 

which utilizes brass electrode wire and high frequency impulses, was used. This 

machine is very suitable for cutting materials with high precision [9]. 

 

The water-jet leads also to a very good quality of the cut edge, but special expensive 

equipment is needed, and the cutting speed is relatively slow. Abrasive particles as 

Garnets are used and the price of the cutting procedure is very high. The abrasive 

particles do the material cut through a sawing action and it leaves a precision cut 

surface. This method is suitable to cut almost any type of steels and it has a narrow 

kerf width. Physical properties such as melting point, thermal and electric 

conductivity, density have a limited importance, although the hardness of the 

material could reduce the cutting speed. This process induces no heat affected zone 
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and no hard oxidation layers on the cut edges, which could lead to the microcracks 

apparition. This technology damages minimal the magnetic properties of the 

material due to the plastic deformation. An Omax Waterjet machine was used. This 

device performs a very high accurate edge cut and it uses Garnet as abrasive 

particles. 

 

The non-conventional methods are adequate in the prototyping production. 

 

2. MATERIALS AND METHODS 

A medium quality commercial non-oriented steel M800-65A was investigated. The 

material properties and the geometrical parameters are shown in Table 1. 

 
Table 1. Properties and geometrical parameters of the M800-65A samples. 

Material 
Cut 

direction 

Density 

[g/cm
3
] 

Electrical 

resistivity 

[Ω/m] 

Mass 

[g] 

Length 

[mm] 

Width 

[mm] 

Thickness 

[mm] 

M800-65A 
Rolling 

direction 
7.80 2510

-8 
44.73 300 30 0.65 

 
The influence of the cutting procedure on the energy losses was analyzed using the 

energy loss separation method. According to this theory, the total energy losses are 

divided into hysteresis, classical (Foucault) and excess energy losses.  

  

The hysteresis losses are due to the pinning points and impurities that are present 

in the medium quality non-oriented steels and they are usually analyzed, by taking 

into account the coercivity mechanisms. They can be computed, by extrapolating in 

zero the measured total energy losses. 

 

The classical energy losses are generated by the eddy currents and the material is 

treated as a homogenous medium [10]. They can be computed with the following 

equation: 

 
2 2 2

,
6

p

cl

J d
W f

 



     (1) 

where d is the sample thickness, σ is the electrical conductivity, ρ is the non-oriented 

steel density and f is the experimental frequency. 

 

The excess losses are due to the micro eddy currents, which are formed in the 

vicinity of the domain walls. They are computed, subtracting the classical and 

hysteresis losses from the total energy losses. 

 

The magnetic measurements were done, by using an industrial Brockhaus Single 

Strip tester, with a double C yoke, which is a standardized device and it controls at 

each step of the measurement the form of the secondary voltage, in order to be a 

sinusoidal one according to DIN 50 462 standard. This device permits the 

measurement of the energy losses and of the relative magnetic permeability with its 

components: real and imaginary parts. An external magnetic field is applied, and a 

magnetic flux is generated into the tested sample. The current, in the magnetizing 

coil, is determined with the help of a shunt resistor. The magnetic polarization is 

computed, by integrating the experimentally induced voltage on the measuring coil 
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with a 16-bit processor. The accuracy of the measurements is very high, and the 

device provide a 0.2% repeatability of the results. The maximum current is equal to 

5 A and the maximum voltage is set at 32 V. The magnetic path length, between the 

polar pieces is 240 mm. Along this path are placed the measuring (723 windings) 

and the magnetizing (704 windings) coils. A sample of minimum 280 mm length 

and maximum 30 mm width could be investigated. 

 
3. RESULTS AND DISCUSSIONS 

Samples of medium quality commercial electrical steel of M800-65A grade were cut 

through punching, laser, water-jet and electro-erosion technologies.  

 

The normal magnetization curve, defined as the geometrical place of the 

symmetrical hysteresis cycle peak points, which extends from the demagnetized 

state to the saturation is presented in Figure 1. The demagnetized state could be 

obtained, by increasing the sample temperature to a value, higher than the Curie 

temperature, followed by a normal cooling, in the absence of a magnetic field. 

Another technique consists of applying an alternative magnetic field, whose 

amplitude is progressively decreased through zero, starting from a higher reference 

value, which implies the technical saturation point. After the material 

demagnetization, if a monotone magnetic field is applied, the sample behavior 

follows the virgin magnetization curve. If this procedure is done after the cyclic 

demagnetization of the material, the normal magnetization curve is obtained. In the 

soft magnetic material case there are some minor differences between these two 

curves and also the magnetic polarization J is considered to be equal to the magnetic 

flux density B [1].  

 

In order to experimentally determine the normal magnetization curves of the 

samples, measurements were done at the industrial frequency of 50 Hz. In the case 

of each sample, symmetrical hysteresis loops were determined at a peak magnetic 

polarization Jp of 5 mT, 10 mT, 20 mT, 50 mT, 100 mT, 200 mT, 500 mT, 750 mT, 

900 mT, 1000 mT, 1100 mT, 1200 mT, 1300 mT, 1400 mT, 1500 mT, 1600 mT. It 

can be noticed from Figure 1 that the electro-erosion and water jet technologies 

determines an easier magnetization of the material, because the cutting procedure 

induces any thermal or mechanical stresses. The punching and the laser procedures 

leads to a more difficult magnetization process due to the generated stresses, 

although the M800-65A grade is an alloy, which contains a relative high percent of 

non-magnetic impurities that acts as pinning points for the magnetic domain wall 

movement. All the normal magnetization curves meet at the saturation point of the 

material, for a magnetic field strength of 2000 A/m. The principal magnetization 

process in this type of steel is the reversible domain wall movement and near the 

saturation zone rotating of the spin magnetic moments occur. 

 

In Figure 2 is presented the variation of the total energy losses as a function of the 

frequency, for three values of the peak magnetic polarization Jp of 500 mT, 1000 

mT and 1500 mT. At 500 mT the water-jet technology leads to the lowest value of 

the total energy losses, followed by the punching method and the highest energy 

losses are measured in the case of laser. These observations are valid in the case of 

1000 mT, but for 1500 mT the lowest value of the energy losses is determined for 

the electro-erosion technology. It can be noticed that with increase of the peak 
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magnetic polarization, the influence of the cutting technology on the energy losses 

is reduced. 

 

 

Figure 1. Normal magnetization curve for M800-65A samples, cut through punching, laser, water-
jet and electro-erosion. 

 
The hysteresis energy losses are invariable with the frequency and they are a direct 

consequence of the magnetization processes, which are due to the magnetic domain 

wall movements. 

It can be observed from Figure 3 that the most important variation of the hysteresis 

energy losses is noticed for the high magnetic polarization domain, especially in the 

case of punching and laser. The lowest values of the hysteresis energy losses are 

determined for the electro-erosion and water-jet cutting technologies.  

The classical energy losses are generated by the eddy currents and they are directly 

proportional with the peak magnetic polarization and the frequency.  

It can be noticed that from a specific value of the frequency these losses become 

predominant with higher values than in the case of excess and hysteresis energy 

losses.  

 

In Figure 4 is presented the variation of the classical energy losses with the 

frequency. 

 
 

  
a) b) 
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c) 

Figure 2. Total energy losses versus frequency at three peak magnetic polarizations of 500 mT 
(a), 1000 mT (b) and 1500 mT (c). 

 

The excess energy losses are influenced by the cutting procedures in the case of all 

the peak magnetic polarization values. The water-jet technology leads to the lowest 

value, followed by the laser and the electro-erosion procedures.  

 

The mechanical punching has a strong influence on the magnetic domain structure 

and is directly linked to the existence of higher values of the excess energy losses. 

  

Figure 3. Hysteresis energy losses versus peak 
magnetic polarization, in the case of different 

cutting technologies. 

Figure 4. Classical energy losses versus 
frequency at three peak magnetic polarizations of 

500 mT, 1000 mT and 1500 mT. 

 

  
a) b) 
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c) 

Figure 5. Excess energy losses versus frequency at three peak magnetic polarizations of 500 
mT (a), 1000 mT (b) and 1500 mT (c). 

 
The relative magnetic permeability µr is a physical quantity, which describes the 

material property to concentrate the magnetic field lines, when an external 

magnetic field is applied. A magnetic material is more adequate to be used in 

industrial applications in the case of high values of magnetic permeability. In Figure 

6. is presented the variation of the relative magnetic permeability for two peak 

magnetic polarization of 500 mT and 1000 mT. It can be noticed that the magnetic 

permeability presents an inversely proportional variation with the frequency. The 

influence of the cutting procedure is more pronounced for frequency values lower 

than 100 Hz. The highest value of the magnetic permeability is obtained for the 

water-jet and electro-erosion technologies. 

 

 

Figure 6. Magnetic permeability versus frequency at two peak magnetic polarizations of 500 mT and 1000 
mT, in the case of different cutting technologies. 

 

4. CONCLUSIONS 

The cutting procedure damages the magnetic material microstructure, more 

pronounced in the case of laser, followed by punching, electro-erosion and water-

jet. To reclaim the initial magnetic properties of the alloy some thermal 

recrystallization treatments are required, but this step is not taken into 

consideration by the electric motor manufacturers, because it damages the insulator 

layer that covers the magnetic core sheets. The use of water-jet or electro-erosion 

technologies that have a reduced impact on the energy losses and the relative 

permeability is taken into consideration only in the prototyping and special cases, 

because of their slow cutting speed. As a compromise between cutting speed and the 
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induced damage on the magnetic properties the electrical motor manufacturers still 

prefer the classical mechanical punching. 
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ABSTRACT 

Virtual Reality Exposure therapy has proven to be as effective as cognitive 

behavioral therapy with in vivo exposure [1]. Since it is an efficacious and cost 

effective alternative to in vivo exposure therapy, it can be offered to the clients via 

software packages containing educational material and self- report questionnaires 

considering the present state of Virtual Reality technology. This paper aims to 

identify design considerations and constraints, knowledge of which is highly useful 

in developing the applications that are accessible user-friendly, require minimal or 

no therapeutic contact and provide self-help solution to the inaccessibility of anxiety 

treatment which leads to a massive number of patients being left untreated. 

 

KEYWORDS 

Anxiety, Phobia, Virtual Reality, Exposure Therapy, Vivo Exposure.  

 

1. INTRODUCTION 

Anxiety disorder is the most prevalent mental disorder. But the stigma attached to 

mental disorders in addition to the unavailability of proper and affordable 

treatment leads to it being left untreated. Virtual Reality Exposure Therapy is being 

studied for a long period of time and can be considered an effective alternative to 

cognitive behavioral therapy [2]. The major barrier in receiving any kind of 

treatment is the lack of its accessibility and affordability. According to a psychiatry 

journal, people generally seek treatment after 6 to 8 years of suffering from mood 

disorders and 9 to 23 years of suffering from anxiety disorders [3]. With the rapid 

growth of interest in VR technology, the future of VRET is promising. 

 
As VRET becomes convenient, it will be easier to develop standalone VRET 

experiences but it requires consideration of design and hardware. Developing such 

virtual environments not only requires understanding of human side of VR but also 

the understanding of the specific phobias and disorders the environment is being 

designed. This will make VRET applications efficacious, affordable and accessible 

which will lead to patients seeking help leading to less delay in initial contact for 

treatment and delay in treatment of the disorder. 

 

2. VRET AND ACCESSIBILITY  
The common question asked regarding VRET is that why VRET is considered if 

the option in vivo exposure therapy is available. In vivo exposure therapy with or 

without relaxation is just as effective but VRET is a good alternative if not better for 

the following reasons: 

• VRET allows the user to have more control over the situation [4]. The 

application that is designed a way in which the exposure is increased by using 

various levels and after taking subjective units of discomfort (SUDs) in 

account will less reluctance from patient. 

• In vivo exposure can be expensive when it comes to exposing patient to 

environments that are usually out of reach. For instance, if patient had flight 

phobia, in vivo exposure will be costly [5]. There is a high chance of fear 

coming back after just one session. This virtually generated environment will 

be an aid is this situation or in a similar one. 

• Refusal to initiate a treatment is a major issue when it comes to in vivo 

exposure. According to a survey regarding the acceptability of virtual reality 
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(VR) exposure, the refusal rate of initiating treatment with in vivo exposure 

was greater than VR exposure. Thus it can be concluded that VRET results 

in more people seeking therapy [6]. 

• Another major hindrance in seeking help is confidentiality. People like to 

keep the information regarding their treatment confidential. According to 

an article published in Journal of Health Cognitive Behaviour Therapy 2017 

[7], "An ethical advantage of VRET is that you can do “in-vivo”-like 

exposures without leaving the office." 

 

3. DESIGNING VIRTUAL ENVIRONMENT FOR THERAPY 

For designing virtual environments, many considerations are to be made. Few of 

them are listed thoroughly below: 

 

 3.1. Hardware 

i. Terminology  

• Head Mounted Display (HMD): A head-mounted display is worn over 

head. For VR, stereo binocular HMDs are used which means that two 

separate images are rendered, one for each eye. In short it us the 

combination of two monocular displays. 

• Virtual Environment: Virtual environment is anything that is visible 

to the user when he puts on head mounted display. Virtual 

environment stimulates mind by presenting it visuals and sometimes 

makes use of other senses. 

 

Figure 1. Mean and standard error of E2I scores [8]. 

 

• Simulator Sickness: Motion sickness that maybe induced by exposure 

to virtual environments due to badly designed experience, too much 

movement or prolonged use. 

• Immersion: Immersion is the measure of presence user feels in the 

virtual environment. 

• Degree of Freedom (DOF): Degree of freedom is the level of 

dependency the hardware allows for translation and rotation in the 

virtual environment. 

• Field of View (FOV): It is the space that is visible to user at any given 

time in virtual reality. A research verified the relation between 

engagement, enjoyment and immersion graph and the field of view 
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[8]. The results are illustrated in the graph which is shown in figure 

[1]:  

 

ii.  Past Limitations of Hardware  

VRET proved to be efficacious in the past but there were many hardware 

limitations present. It is important to specify those limitations to assist in 

finding the appropriate HMD for own design. 

These limitations are listed below: 

• Low computational Power: In the past, head mounted displayed had 

low computational power which has improved drastically with the 

advancement of VR technology. 

• Low Frame Rates: Maintaining frame rate of over 75 frames per 

second is very important for a good virtual reality experience. With 

new HMDS, it is now possible to maintain that frame rate. Low frame 

rate also cause nausea, bad user experience and distortion of view 

which results in breaking of immersion. The inconsistencies in the 

motion of simulator and the user cause simulator sickness [9]. 

• Low Resolution: Since in VR, images are not viewed on one single flat 

panel screen, instead they are blown up. Low resolution results in 

making experience less immersive.  

• Low Refresh Rate: Refresh rate is another factor that can potentially 

contribute to simulator sickness. It is the rate at which the content on 

the screen are updated. It is measured in Hertz. It is important to 

have a refresh rate of 90 Hz in VR. It is possible to have a refresh rate 

of 120 Hz with some of the current HMDs which was difficult to 

achieve in the past. 

• Inaccessibility: HMDs are now available easily at different prices in 

the market. This was not the case in the past. It was difficult to find a 

VR system and set it up for proper use. 

• Installation: Installation and setup of VR devices required a lot of 

expertise. Now it can all be done with few clicks.  

These limitations were stated above in order to describe the parameters 

that should be considered when choosing hardware for VRET and they 

can be summarized as in Table 1: 

 

Table 1. Summarized Specifications. 

1 Frame Rate Per Second (FPS) >60 fps 

2 Refresh Rate At least 60 Hz 

3 Resolution Varies with HMDs 

4 Field of View Varies with HMDs 

                                           

iii. Other Considerations 

Another important question to ask is whether the platform is a mobile platform or 

stationary VR. With 3 DOFs, head rotation is tracked by HMDs which is called 

orientation tracking and with 6 DOFs, head rotation with translation and movement 

in spaced is tracked which is called positional tracking. The hardware should be 

chosen considering all these parameters. This choice depends on the target 
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application and environment design. There are few limitations of mobile VR, for 

instance, computational power is low, and fewer head-tracking and user input 

options are available. Stationary VR systems cost more and allows user to share the 

experience. This advantage may help the therapist to get involved in the experience 

with the user. 

 

Table 2. A Comparison of VR Platforms for VRET. 

Platforms Stationary Mobile 

Cost High Cost Low Cost 

Monitoring of User Activity 

by Therapist 

Easy Only through verbal 

communication 

Controlling Environment by 

Therapist 

Possible Possible 

Computational Power High Low 

Appropriateness for Self-Help 

VRET Applications 

Moderately suitable Highly Suitable 

User Input Options More options available then 

mobile VR 

Limited 

 

3.2. Personal Presence and Movement 

Personal presence is the degree to which a user feels immersed in the virtual 

environment where as environmental presence is defined as the extent to which the 

environment reacts to the user’s presence. Complex visuals improve the personal 

presence is VRET. A research done with regards to public speaking proved that 

user reacts more to animated public than to static public [10].  Thus a moving and 

interactive object or stimuli will immerse the user more than a static object.  

Movements require more computational sources but in the long run it make the 

experience more effective. It is also discussed in a research that a realistically moving 

but graphically poor object is stimulates a user more than a realistically textured 

static object. High end graphics are not requires as long as anxiety provoking factor 

of motion is present [11]. Some textures in VR can also be computationally 

expensive. Thus, computational resources should be utilized carefully considering 

these results. 

There is no research present that proves any effect of user movement in the virtual 

environments towards the stimuli. But if a virtual environments demands 

movement, it should be kept minimal as it may cause motion sickness.  

 

3.3. Sound 

Similar to the reality we live in, it is important in VR that sounds come from a proper 

source. This does not only help with interactivity but also helps in making sure that 

immersion never breaks at any point. It keeps the real world distractions away from 

the users. Few design decisions that you have to make regarding sound are: 

• 2D or 3D Audio: 2D sounds are usually used for 2D screens and 

applications. If a VR experience has different sound sources, then 3D 

audio should be preferred. 
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• Mono or Stereo: Stereo makes a user feel that he is located in a three 

dimensional sound source. Mono sounds save disk space but they are 

better suited for 2D designs. 

• Binaural Sounds: 3D sounds can be used to draw a user's attentions. It 

is particularly important in a VR experience because user can look in 

any direction and the source of sound must make sense to the user.  

Sounds in VRET are to be carefully picked. It is proven that stereo sounds are 

appropriate for VR experiences. According to a research, people can differentiate 

between stereo and mono sounds. This result had a great effect on the developed 

environment [12]. 

Another question that arises is if 3D audio has any relation with the presence in the 

environment. The results presented by research state that "significant difference in 

spatial perception was found between 3Daudio and stereo or Dolby sound, although 

the median score indicated a trend in favor of 3D audio" [12]. 

For VRET, a good design decision is to avoid using sounds that are not relevant to 

the environment and only to use sound that may enhance the experience. If a voice 

assistant is to be included, it is better to make sure that it's not adding to anxiety of 

the patient which may lead to patient dropping out of therapy. 

Good sound decisions enhance the user’s experience during VRET in following 

ways: 

• For VRET, the exposure intensity is predominantly a measure of visuals 

cues but sound plays an important role in creating the illusion. For 

therapy to be effective, it is important to match audio with the visuals. 

• If the stimulus is not chiefly visual, appropriate sound setup will increase 

efficacy. 

• Voice assistance is an added advantage for blind and partially sighted 

patients [13]. 

• It helps in drawing attention of user to different spots within the scene. 

For instance, you may want the user to look down from a glass elevator 

for arachnophobia, thus to draw user’s attention to the ground, an 

appropriate sound can be used.  

• If mind-relaxation or other calming sounds are needed at some point in 

therapy, they should be played at the right moment for the right amount 

of time to avoid the mismatch of simulation and sound. 

• Attaching 3D sounds to object is a technique that can be used through 

rendering engines which leads to all the sound coming from the right 

distance from the correct object. As the users distance from the object 

increased, the effect of sound decreases [14]. 

 

3.4. Degree of Interactivity 

Interactivity plays a big role in increasing the presence hence improving the efficacy 

of VRET. The extent to which an environment can be made interactive is 

dependent on different variables. Some of them were elaborated in a research [15] 

and are listed below: 

• Number of inputs that environment responds to. 

• The extent to which the environment can be modified by the user. 

• The extent to which environment alters during the experience. 
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• Ability to realistically interact with objects in virtual environment, for 

instance, the ability to hold and throw object with hands rather than click 

of a button. 

• The responsiveness speed when user interacts with the environment. 

Increasing the number of inputs will not have any positive effect but interactivity 

should be added where it is required. 

 

3.5. User Interface 
Designing UI for a VR experience is a rather challenging task. There are all kinds 

of options available which will be stated for assistance. But it entirely depends on 

how the environment is setup. Design of user interface depends on many factors. A 

research summarized the guidelines and preference for therapist led sessions. These 

are summarized as [16]: 

• Therapists should be provided an automated environment. 

• Provide therapists with the input from the user including SUD scores, 

their comments, options they choose and their current status. 

• Design for error prevention by not allowing therapists to trigger 

inappropriate simulation events. 

• Provide therapists with predefined comment flags to record events in the 

session. 

• In a VRET environment where the position of the patient is fixed in the 

VR world, therapists do not need an external viewpoint of the VR world 

with a projection. 

 

For self-help applications or minimal therapist contact VRET these design 

considerations may still be helpful. In a VR environment, user should be able to 

interact easily; user should be able to control the stimuli while being encouraged to 

continue the therapy. Another alternative is to use Subjective Units of Distress 

(SUDs) to choose the level of exposure which is shown in table [3]. SUDs can be self-

reported and recorded through user input. 

 

Table 3. Subjective Units of Distress Scale. 

Score Intensity of Disturbance 

10 Close to a nervous breakdown 

9 Losing Control 

8 Alienation 

7 Maintaining control with difficulty 

6 Moderately Uncomfortable 

5 Somewhat Uncomfortable 

4 Mildly Upset 

3 Feeling Unpleasant 

2 Bit Bothered 

1 No or Minor Distress 

0 Total Relief 
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4. DESIGNING COMPONENTS 

4.1. Progression through Levels 

In therapist-led applications, therapist is given a scene-control which they can adjust 

as they communicate verbally with patients. Some of the controls that patients and 

therapist possess are: 

 
Table 4. Scenario Controls. 

Therapist’s Control 
Patient’s Control 

Check for SUD’s 
Input SUDs 

Ask for SUD’s Input 
Ask therapist for help when feeling 

uncomfortable 

Ask patient to explain fear 
Suggest or go to easier scenario  

Ask patient to explain scenario 
Suggest or go to harder scenario 

Help patient through the experience 

through different techniques 

Use other software options e.g. volume etc. 

Suggest patient to make progress 
Quit 

 

The main purpose of these controls is to make progress and gather the courage to 

progress to next level which is shown in table [4]. This feature can be implemented 

in VR through utilizing the level progression by use of SUDs. Voice assistance or 

other techniques can be used to encourage the user to deal with the phobia.  

 

4.2. Rewards and Scores 

Serious gaming with scores and rewards can motivate the user to make progress 

during VRET. Games are engaging and help user learn naturally. The feature of 

gamification should be added keeping the purpose of the therapy in mind. 

Gamifications should not create a barrier for the therapeutic effect of the system. 

The effectiveness of serious games in the treatment of mental illness was researched 

and proven [15]. VR makes it easier to develop serious games for phobia and anxiety 

by adding rewards and score to each level. The use of game engines available make 

easy translation of ideas possible.  

There arises a question of increasing anxiety levels with anxiousness to make 

progress but a study has shown that casual games can be developed to reduce stress 

and improving mood [17]. Significant changes in anger, mood, confusion and 

fatigue were seen by playing the games designed for the study. 

Thus gamification is a tool in the VRET development toolbox that should be utilized 

for making the experience as effective for patient as possible. 

 

4.3. Psychoeducation 

Anxiety and depression are most prevalent disorders thus there are many 

approaches to help patient receive the treatment that they are looking for. Psycho-

education intervention during CBT is one of the approaches. Psycho-education 

intervention over time can help in reduction of symptoms over time which proves 

it efficacy [18]. 

In VRET, these interventions can be provided to the patient as a separate package 

or as assistance during the therapy. Separate learning environment can be 

developed for the sake of educating the user. Psychoeducation is not limited to 
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being aware of the illness or phobia but also includes the self-care solutions, 

information regarding stimuli and studies regarding the illness. 

 

5. CHALLENGES 

The self-help applications available in the commercial market are of questionable 

quality as they are not subjected to any evaluation. There is no criteria available to 

rate those application or their ability to help patients reduce their symptoms. No 

user tests or reviews are available to prove their efficacy. It is challenge to determine 

what works for self-help VRET and what doesn’t. There are no tests made 

considering those applications that could totally assess the working of them. No 

subtle standards are being declared that could analyze the quality and efficiency of 

these applications and regarding the commercial market it cannot be determined 

that to what extent these applications work and there is no quantitative analysis to 

figure the percentage of reduction of the symptoms. 

Even though with the advancement of technology and abundance of smart-phones, 

these applications can be made readily available but in the end, the question of 

whether they fulfill the purpose cannot be answered for each and every application. 

To develop state of the art next generation self-help VRET application test and trial 

method is not enough; all the design considerations few of which were listed in this 

paper should be kept in mind before development to get a perfect application that 

serves the objectives. 

The availability of VR tools is still rare in developing countries like Pakistan, many 

people don’t have access to it considering the economical conditions of the people 

and the high cost of the tools  , According to a research carried out only 17.8% of 

the population uses internet, while addressing  the factor that VR tools are rather 

very costly  and  are  considered a thing only for the rich people  it would be very 

hard to say if it would gain popularity among  countries  where the ratio of access 

to the internet is quite low because it is supposed to target those people who couldn’t 

bear the cost going to a psychiatrist for their anxiety issues and consider it as a taboo 

doing that  

A highly professional team is required for the designing and development of this 

sort of applications. Someone having a proper insight and first degree could come 

up with a perfect development strategy that meets all the requirement of the design 

and is beneficial in every way for the patients to treat their problems while 

remaining in a virtual environment. Anyone developing this type of application 

need to perfectly understand all the design constraints and then do a provision of 

the most perfect solution to it. The developer is needed to develop such an 

environment which is extremely user friendly because as long as the user is 

concerned he or she must be totally comfortable with the environment in order to 

outmaneuver the obstacles of the anxiety problems.   

Coming up with a product that is in every aspect helpful to the user is not useful 

that addresses this type of scenario. A number of meaningful meetings are required 

between the psychiatrists and the developers so they could ensure the delivery of 

the product that surely reduces the symptoms of the issue lingering within the user 

.Developers and psychiatrists are needed to indulge themselves in the meaningful 

conversations to come up with the required results that serves all the objectives.   
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6. CONCLUSIONS 

Research has proven that VRET is as effective as CBT and the acceptance rate of 

VRET is higher in some cases than CBT. Use of these applications should not be 

limited therapist’s office and should be made available to the public whenever it is 

possible. 

These applications will be very beneficial in a long run if designed with keeping all 

the design constraints in mind. Although many design solutions are applicable but 

there is a subtle need of coming up with those scenarios that would help the users 

to overcome their anxiety challenges completely. They will be useful for the people 

who couldn’t afford a therapist; they will be useful for the people who don’t prefer 

going to a therapist and many other more benefits. 

The main idea is to make them approachable to the laymen, and the provision of 

the scenarios that could serve as an all-time solution to the mental problems like 

phobias and anxiety without having one to put a diligent work on it. There is still a 

need to subject these applications to evaluation to make sure that they are fulfilling 

their purpose. 
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ABSTRACT 

The purpose of the study is threefold. First, is to examine the long-term 

interdependence between China and the ten emerging economies, including 

Pakistan, Malaysia, Philippine, Indonesia, India, Hungary, Mexico, Russia, South 

Africa and Brazil using Johansen co-integration. Second, is to measure the time-

varying interdependence between China and the other emerging economies using 

DDC GARCH model. Third, is to examine the impact of macroeconomic 

determinants on stock markets conditional correlations using panel regression. 

Monthly data from 2010 to 2016 is used. Results indicate that there is long-term 

interdependence between China and the other ten emerging economies. 

Furthermore, the results of DDC GARCH model support that China has a higher 

positive significant correlation with Pakistan, India, China, Indonesia, Malaysia, 

Philippine, Hungary, Mexico, Russia and South Africa. Finally, the results of the 

panel regression show that macroeconomic determinants have no significant effect 

on the equity market correlations between China and its companion emerging 

economies. It this, therefore, we can conclude that there is long run 

interdependence between the Chinese and the other emerging economies. 

Furthermore, this interdependence is also dynamic over the time. However, there 

is no significant impact of the macroeconomic determinants on the stock market 

interdependence between Chinese and the ten emerging economies.  

 
KEYWORDS 
Co-integration, DCC GARCH, Macro-economic determinants, Panel regression. 

 

1. INTRODUCTION 

Over the last few decades, government agencies and the key policymakers of both 

developing and the developed nations have attempted a few measures to abolish the 

hindrances among the nations to ensure the free stream of resources. This has 

significantly contributed to the interdependence of the economies and the effect of 

this association on their equity markets linkages. However, there are predominantly 

two distinct features in the realm of stock market interdependence. First, to what 

extent stock markets move together over the period. Second, what are the possible 

factors behind such a process? Earlier studies paid attention to the first aspect of the 

stock market interdependence for e.g.[1]–[4]. On the one hand, the more 

contemporary studies investigated the developed and the developing stock markets 

of USA, European, ASEAN and Asian markets. On the other hand, most of the 

previous studies examined the stock market interdependence in terms of 

correlation. Whereas, it is commonly believed that correlation has several 

deficiencies including the existence and the instability of lags. Therefore, even if the 

low correlation exists among the stock markets, this can be deceptive if it is time-

varying [5]–[9].  

 
Moreover, recently financial researchers have mainly devoted their attention to the 

[10]emerging economies stock markets for e.g. [6], [11], [12].  In view of that fact, 

emerging markets have distinctive characteristics from of the developed markets in 

terms of economic conditions, political structure, higher volatility, high 

interdependence, mean returns, currency, and the low correlation with the 

developed stock markets [13]–[15]. However, in these studies interdependence has 

been measured between emerging and the developed economies stock markets. 
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On the one hand, some previous studies found a strong linkage between 

macroeconomic factors and the equity market, while some other found that these 

linkages are rather not robust [16], [17]. On the other hand, [18] investigated what 

are the factors behind the stock market interdependence of emerging economies. 

[19]–[21] studies the cross-market linkages between Australia and its trading 

partners and found trade ties result in equity market interdependence.  

 

But to our best knowledge, there is no major contribution regarding stock market 

interdependence in emerging economies after the Pretorius because financial crises 

divert the attention of the researchers. So, in this study it is endeavor first, to fill up 

the gap and identify what macroeconomic factors are behind the stock market 

interdependence in emerging economies context, as emerging economies grow in 

number since last twenty years and secondly, there is dearth of empirical 

investigation on stock market interdependence that takes the viewpoint of emerging 

economies, the use of emerging economies perspective provides an opportunity to 

address this particular gap. 

 

This paper is also different from the other papers in the sense that in this paper the 

major driver of equity market belongs inside the emerging economy which is 

Chinese stock market rather than any developed world like in other studies for e.g. 

US equity markets are considered to be the benchmark equity market as the 

significance of China is the second largest and shares the major world output among 

the top ten economies. Moreover, presently China share has grown to 15.1%, while 

the share of Japan and the USA has fallen down to 31.1%% by 2017 [22].  

 

The aim of this paper is threefold. First, is to observe the interdependence among 

the emerging economies stock markets, second, measure the time varying 

relationship among the stock markets of emerging economies. Finally, is to detect 

the possible macroeconomic determinants behind the interdependence among 

these markets. The subject of stock market interdependence has immense, 

theoretical, policy and practical significance. The foremost benefit of the 

interdependent market is that cost of and access to foreign investment lower and 

easier, respectively.  To achieve the objective of the study first, we employ the 

Johansen multivariate co-integration test to ascertain long term association 

(interdependence). Second, to examine the time-varying association we employ 

DCC GARCH model. Finally, to detect the influence of macroeconomic variables on 

the security market interdependence this study employs a panel regression model. 

 
2. LITERATURE REVIEW 

Stock market interdependence has been tested employing several techniques but 

the empirical shreds of evidence are mixed. Studies focus on the co-integration 

techniques includes: [23] was among the first to implement the co-integration 

technique for the analysis of the interdependence among the United Kingdom and 

Japan, Germany and USA after the abolition of the currency restrictions in the 

United Kingdom. It was found that UK equity market was correlated with all except 

the USA market.  
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Researchers commonly belief that global diversification benefits can only be reaped 

if the correlation between the equity markets is low. However, the correlation 

between the equity markets is not stable over the time. It is, therefore, crucial to 

understand the instability of the correlation over the time. Initially, [24] researched 

the instability of the correlation and the covariance and found that correlation is 

stable over a fifteen year period during 1967-82.  The results from past studies are 

mixed because most of the previous literature examined the market 

interdependence under the liner frame.  

 

However, the liner co-integration technique unable to present whether the equity 

markets have become more integrated or whether the process of integration is 

gradual. According to [13] market interdependence is time-varying. To address this 

issue several studies consider the non-linear framework. [8] Uses the complex 

network analysis and the corresponding correlation measure to examine the 

underlying dynamic interdependence of the equity markets. [6] examined the 

twenty-two emerging equity markets situated in Europe, Asia, America, and the 

Africa/Middle East with the US market by applied a different approach as most of 

the researchers used, which is wavelet theory for empirical testing and It was found 

that the integrated intensity of the stock markets is time varying. [25] Tested the 

dynamic conditional correlation between the Chines and the international stock 

markets. It is substantiated through the results that correlations across the markets 

are time-varying. It is also identified that dynamic correlation is compactly linked 

with the geographic location. [26] Also confirmed that dynamic conditional 

correlation between S&P 500 and S&PGSCI energy sub-index is time- varying. It is 

therefore, we can infer that interdependence between the equity markets is dynamic 

and it is a gradual process.  

 

So based on the literature the DDC GARCH methodological approach has 

succeeded in capturing is the dynamic conditional correlation. It permits the 

researchers to comprehend the change in the conditional correlation and the 

volatilities which is the more precise representation of the fact.  

 

Literature gives an exposition of the theoretical understanding of why the co-

movement between the stock markets exist. on the one hand, variables those are 

perceived to be the main driver of the interdependence of the stock market in the 

developed economies are bilateral trade, exchange rate volatility, Size differential, 

market volatility, size differential, real interest rate differential, term structure 

differential, industrial composition and return on world market index. 

 

Alternatively, the variables that influence the stock market interdependence are still 

mainly undiscovered in case of emerging equity markets. In general changes in 

these variables over the time also affects the stock market interdependence.  

According to the early studies, foreign trade promotes business cycle harmonization 

through the countries and consequently impacts the degree of their market 

interdependence for example [27]–[30] ascertained that trade is a significant 

variable in describing the correlation between the stock markets. similarly, Pretorius 

(2002)  if interdependence between two economies due to bilateral trade, 

consequently, one can anticipate that there stock market and the economy will move 
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in the similar route. Based on these theoretical and empirical pieces of evidence it 

is concluded that trade is a significant factor in describing the interdependence.  

 

Numerous past studies use exchange rates volatility and the inflation differential to 

observe their impact on stock market interdependence [18]. The outcomes from 

these limited studies indicate that the exchange rate has a significant effect on the 

equity market interdependence [31]–[33]. Similarly, [34] also confirm the previous 

findings and documented negative effect of exchange rates on stock market 

interdependence. 

 

Based on the above critical review of the literature it can be argued that market 

interdependence is a conflicting issue. This implies that it is a time-varying 

phenomenon even among the similar markets and furthermore, it also varies 

among countries development level for e.g. developed, developing, 

underdeveloped and emerging.in addition to this, bilateral trade relationships, 

industrial production, inflation, exchange rate are possible factors in describing the 

stock market interdependence.  

 

In the process of the review of the literature, we find the gap in three areas first, 

there is a number of studies conducted in the most mature and the developed world 

and mostly the benchmark economy have been US stock market. Secondly, most of 

the studies use correlation or the co-integration to measure the stock market 

interdependence. Lastly, there is no comprehensive study after the [18] which re-

examine the interdependence of the stock markets in terms of economic 

interdependence among the emerging economies stock market using the DDC 

GARCH model to also consider time-varying behavior.  

 

3. DATA AND METHODOLOGY 

On the one hand, we Johansen co-integration to examine long run static 

interdependence. On the other hand we applied DCC GARCH model to assess the 

long run time-varying interdependence. Following are the representative index of 

each country. KSE 100 index (Pakistan), S&P BSE SENSEX (India), SSE Composite 

(China), JSKE (Indonesia), FTSE Bursa Malaysia KLCI (Malaysia), PSEi 

(Philippine), BVSP (Brazil), BUX (Hungary), MMX (Mexico), MICEX (Russia) and 

FTSE/JSE (South Africa).  

 

Further, to study the impact of macroeconomic determinant on stock market 

interdependence we run a Panel regression model. For this purpose we collected 

data of differential of bilateral trade, inflation (CPI), interest rate and exchange rates 

(local currency) from IMF Financial statistics database. Only bilateral trade data is 

transformed into natural logarithm form and the other factors are used in their 

initial form. 

In this study, we apply the well- known multivariate GARCH model, namely the 

DDC GARCH model. The key benefit of the DDC GARCH model as compared to 

other time-varying models, for instance, Flexible Least Square and Kalman filters 

are that it permits the researcher to understand the shifts in conditional correlations 

and volatilities which is the more correct picture of the reality. Lastly, the panel 

regression techniques is an effective and efficient in terms of measuring the cause 
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and effect of industrial production, bilateral trade, exchange rate, inflation and 

interest rate on time-varying conditional correlations of stock market returns. 

 
4. EMPIRICAL RESULTS 

4.1. Multivariate co-integration test 

After unit root testing as a prerequisite condition for co-integration testing, we  

examine the long-term co-movement between China and the other emerging 

economies by employing the multivariate VAR based co-integration technique 

developed by [35], [36]. Results of the multivariate co-integration are discussed 

below. 

 

Table 1. Multivariate co-integration. 

Unrestricted Cointegration Rank Test (Trace)  

Hypothesized  Trace 0.05  

No. of CE(s) Eigenvalue Statistic Critical Value Prob.** 

None * 0.620 406.469 285.143 0.000 

At most 1 * 0.543 323.234 239.235 0.000 

At most 2 * 0.516 255.852 197.371 0.000 

At most 3 * 0.468 193.523 159.530 0.000 

At most 4 * 0.435 139.285 125.615 0.005 

At most 5 0.270 90.238 95.754 0.113 

At most 6 0.245 63.132 69.819 0.152 

At most 7 0.198 38.960 47.856 0.262 

At most 8 0.123 19.959 29.797 0.426 

At most 9 0.089 8.6380 15.494 0.310 

At most 10 0.007 0.609 3.841 0.435 

Trace test indicates 5 co-integrating eqn(s) at the 0.05 level 

Unrestricted Cointegration Rank Test (Maximum Eigenvalue) 

Hypothesized  Max-Eigen 0.05  

No. of CE(s) Eigenvalue Statistic Critical Value Prob.** 

None * 0.620 83.235 70.535 0.002 

At most 1 * 0.543 67.382 64.505 0.026 

At most 2 * 0.516 62.329 58.434 0.020 

At most 3 * 0.468 54.238 52.363 0.032 

At most 4 * 0.435 49.047 46.231 0.024 

At most 5 0.270 27.106 40.078 0.626 

At most 6 0.245 24.171 33.877 0.443 

At most 7 0.198 19.001 27.584 0.415 

At most 8 0.123 11.321 21.132 0.615 

At most 9 0.089 8.029 14.265 0.376 

At most 10 0.007 0.609 3.841 0.435 

Max-eigenvalue test indicates 5 cointegrating eqn(s) at the 0.05 level 

* denotes rejection of the hypothesis at the 0.05 level 

 
Grounded on these outcomes, the null hypothesis of no co-integration between 

these markets can be rejected (see. Table. 2). These outcomes are similar to [4], [21], 

[37], [38].  It is, therefore, on the basis of results we reject the null hypothesis as 

stated below: 

Ho:  There is no long-run relationship between emerging and Chinese stock 

markets. 
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Table 2. Time-varying conditional correlations Between China and each country. 

Country Index Correlation 

coefficient 

P-value 

Pakistan KSE 0.845 0.000 

Malaysia KLCI 0.813 0.000 

Philippine PSEi 0.834 0.000 

Indonesia JKSE 0.834 0.000 

India BSENSEX 0.860 0.000 

Hungary BUX 0.947 0.000 

Mexico MMX 0.915 0.000 

Russia MICEX 0.957 0.000 

South Africa JSE 0.986 0.000 

Brazil  BVSP -0.708 0.000 

Table 2 testifies the conditional correlations between China and the rest of emerging 

economies in MSCI index. The calculated correlations in the above table support 

that China has the higher positive significant correlation with Pakistan, India, 

China, Indonesia, Malaysia, Philippine, Hungary, Mexico, Russia and South Africa. 

However, Brazil is an exception with higher negative significant correlation with 

China stock market. On the basis of the empirical analysis of the time-varying 

behavior of stock markets, we can reject the below mentioned null hypothesis.   

Ho:  There is no dynamic relationship between china and the other emerging 

economies. 

 

4.2. Impact of macro-economic determinants on stock market correlations 

using Panel regression model 

To analyze the influence of the macroeconomic determinants on the stock market 

correlations between the China and the emerging economies we apply the panel 

regression model.  

 
Table 3. Result of Random Effect Model. 

Dependent Variable: Correlation 

Method: Panel EGLS (Cross-section random effects) 

Variable Coefficient Std. Error t-Statistic Prob. 

C 4.633 8.500 0.545 0.585 

D(Trade) 8.899 5.788 0.015 0.987 

D(Exchange rate) -9.811 9.988 -0.098 0.922 

D(Industrial Production) 2.499 1.277 0.196 0.845 

D(INFLATION) -2.688 2.699 -0.999 0.318 

D(Interest rate) -0.001 0.000 -1.753 0.080 

The result of random effect model presents that there is no single macroeconomic 

determinant among bilateral trade, inflation differential, interest rate differential, 

industrial production differential and exchange rate differential, which report the 

significance. The results show that macroeconomic determinants have no significant 

effect on the stock market correlations between China and its companion emerging 

economies. It is, therefore, we cannot reject the null hypothesis as stated below: 
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Ho: There is no significant impact of macroeconomic determinants on stock market 

correlations between China and emerging economies. 

 

It is therefore, we can conclude macroeconomic determinants have insignificant 

impact on the stock market correlations between China and the emerging 

economies stock markets. However, the results of this study are dissimilar to those 

of [39], [40] who document that macroeconomic linkages among the countries can 

drive their stock market interdependence. 

 
5. CONCLUSION 

In this paper, first, we investigate the interdependence from the perspective of 

China and its companion emerging economies stock markets including Chinese, 

Pakistan, Malaysia, Indonesia, Philippine, Brazil, Mexico, Hungary, Russia, South 

Africa, and India, through the application of multivariate Johansen co-integration 

technique. Second, we determine the degree of the interdependence between these 

markets, through the application of DDC GARCH model. Third, we examine what 

macroeconomic determinants are significant in establishing the interdependence 

between China and its companion emerging economies, this study has empirically 

analyzed the dynamic association between the equity markets and the 

macroeconomic determinants using panel regression analysis. 

 

Results indicate that Chinese stock market are co-integrated with stock market of 

the other emerging markets. Centered on these outcomes, the null hypothesis of no 

co-integration between these markets can be rejected. These outcomes are 

consistent with the earlier studies like (Masih and Masih, 1999; Shamsuddin and 

Kim, 2003; Kazi, 2008; Paramati, Gupta and Roca, 2015). In addition to this, The 

results of DDC GARCH model support that China has a higher positive significant 

correlation with Pakistan, India, China, Indonesia, Malaysia, Philippine, Hungary, 

Mexico, Russia and South Africa. However, Brazil is an exception with higher 

negative significant correlation with the Chinese stock market.  

 

It also confirms that the relationship between China and the other emerging 

economies has been increasing over the time except for Brazil. Finally, the results 

of the panel regression show that macroeconomic determinants have no significant 

effect on the equity market correlations between China and its companion emerging 

economies. It this, therefore, we can conclude that there is long run 

interdependence between the Chinese and the other emerging economies. 

 

Furthermore, this interdependence is also dynamic over the time. However, there 

is no significant impact of the macroeconomic determinants on the stock market 

interdependence between Chinese and the other emerging economies. The 

outcomes of this study will significantly contribute to the current literature, from 

the perspective of both the investors and the policymakers.  
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ABSTRACT 

The Weibull distribution is frequently used for the assessment of wind energy 

potential and modeling of wind speed data. The parameters of Weibull distribution 

are determined by a number of methods; Maximum Likelihood Methods is one of 

them. The values of scale and shape parameters of Weibull distribution are found 

by the help of Maximum Likelihood function. Two different techniques are used to 

find the parameters. One is known as iterative method, in which a start value of ‘k’ 

is set and iterations are terminated when given criterion is reached. The second 

method is Newton Raphson method of finding roots. We report here a problem of 

non-convergence of iterative method. We suggest the Newton Raphson method as 

the best choice for finding the value of ‘k’ through Maximum Likelihood Method. 

 

KEYWORDS 

Weibull distribution, Weibull parameter, Maximum Likelihood Method. 

 

1. INTRODUCTION 

We are living in machine era; people, at work place have been replaced by machines 

or robots. At home too, daily routine works are done by electronic devices. The use 

of electricity, have increased drastically in last four decades. Fast depletion of fossil 

fuels has made people around the world to think for alternate source of energy. 

Uninterrupted, cost effective, and environmental friendly source of energy is a 

dream and desire of today’s world. Wind energy is a good choice as an alternate 

source of energy. Many parts of world have got excellent potential of wind speed; 

wind energy is rapidly growing as a source of energy around the world [1, 2]. Most 

of the countries have been generating electrical energy through wind [3].  

Wind fluctuates time to time, the fluctuations also depends on the height from the 

sea level. Large amplitude fluctuations are the challenges in designing and installing 

wind farms [4-6]. The planning, designing, installing and operating wind turbines 

depends on wind potential and its characteristics [7]. 

The modeling of wind power plays in important role in assessing wind potentials 

[8]; different statistical distributions and mathematical techniques have been 

employed to model wind data [9]. Most widely used statistical distribution to model 

wind data is Weibull distribution [10]. There are different forms of Weibull 

distribution depending upon no. of parameters. The simplest Weibull distribution 

has two parameters; its Probability Density Function (PDF) is given in eq. (1) 

 

𝑓(𝑣) =
𝑘

𝑐
(
𝑣

𝑐
)
𝑘−1

e−(
𝑣

𝑐
)
𝑘

,        (1) 

 

Here ‘k’ is known as shape parameter and ‘c’ is known as scale parameter. The 

cumulative distribution function (CDF) is given by eq. (2): 

 

 𝐹(𝑣) = 1 − e−(
𝑣

𝑐
)
𝑘

               (2) 

 

2. ANALYSIS 

Various statistical and mathematical methods are employed to find parameters ‘k’ 

and ‘c’. Among them are Methods of moment, Empirical Method, Energy Pattern 

Factor Method, Graphic Method, Least Square Method, Equivalent Energy 
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Method, Maximum Likelihood Method, and Modified Maximum Likelihood 

Method. In this study we considered only Maximum Likelihood Method. The 

values of Weibull parameters by this method are given by equations (3) and (4); ‘k’ 

and ‘c’ are found by iterative method or by Newton Raphson Method. 

 

2.1. Iterative Method 

In iterative method a start value of ‘k’ is selected and wind speed data is used to 

calculate sums in eq. (3), since sum of Logarithm of wind speeds is needed in the 

calculation, hence zero wind speeds are neglected in this method. The new value of 

‘k’ is generated through eq. (3) and used in next iteration, the process continues 

until a given criterion is reached.  

 

𝑘 = [
∑ 𝑣𝑖

𝑘𝑙𝑛(𝑣𝑖)
𝑛
𝑖

∑ 𝑣𝑖
𝑘𝑛

𝑖

−
∑ 𝑙𝑛(𝑣𝑖)
𝑛
𝑖

𝑛
]
−1

   (3) 

 

𝑐 =
∑ 𝑣𝑖

𝑘𝑛
𝑖

𝑛
                                       (4) 

 

2.2. Newton Raphson Method 

The eq. (5) obtained by differentiating Logarithm of Likelihood function with 

respect to shape parameter ‘k’ is used as a function of ‘k’ in Newton Raphson 

Method of finding roots. 

𝑓(𝑘) =
𝑛

𝑘
− 𝑛𝑙𝑛𝑐 +∑𝑙𝑛⁡(𝑣𝑖)

𝑛

𝑖=1

−∑(
𝑣𝑖
𝑐
)
𝑘

𝑛

𝑖=1

𝑙𝑛 (
𝑣𝑖
𝑐
) = 0 

                                                                                                    (5) 

 

An initial value of ‘k’ is selected as a starting point of Newton’s method. Wind data 

of two coastal regions of Pakistan, namely, Gwadar and Ormara are used to calculate 

Weibull parameters by Maximum Likelihood Method. To investigate any 

dependence of calculation method (iterative and Newton’s method) on start value 

of ‘k’; various start values of ‘k’ are employed to calculate parameters. A dependence 

on start value of ‘k’ is found and shown in figures (1-3).  

The iterative method is easy to implement but convergence is not guaranteed. Table 

1 gives the results of iterative method with various start values of ‘k’. The iteration 

oscillates between two values and does not converge. 
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Figure 1. Variation of k and c with various start values of ‘k’ for Gwadar’s wind data of Jan 2002.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Variation of k and c with various start values of ‘k’ for Ormara’s wind data of May.  
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Figure 3. Variation of k and c with various start values of ‘k’ for Ormara’s wind data of July.  

 

3. CONCLUSION 

Wind data of Gwadar (Jan 2002) and ten years data of Ormara have been used in 

this study. In figs (1-3) the results of Newton Raphson method are plotted. Various 

start values (starting from 0.1 and step size of 0.1) are taken to find Weibull 

distribution parameters. It is found that the values of scale and shape parameters 

increase with increasing start value of ‘k’. Both approach to a maximum value at 

some start value of ‘k’. If the start value further increased the shape and scale 

parameters start decreasing. The variation in shape parameter is less than 0.003 

and in scale parameter it is less than 0.005 m/s. 

Iterative method for finding Weibull parameters through Maximum Likelihood 

method was used for Gwadar. Various start values of ‘k’ were taken to find the 

parameters. It was found that the iterative method does not converge; the shape 

parameter ‘k’ oscillates between two values. One value generates the other, and 

convergence criterion does not approach. Table I shows the results of iterative 

method for start values of k = 1, 2, 3, 4, 5, 10, 20, 50. It can be seen that the 

iterations oscillate between two values 1.559878 and 5.466348. Hence, it is likely 

that the iterative method would not converge. It is suggested that if Weibull 

parameters are determined by Maximum Likelihood Method, preference to 

Newton Raphson method should be given over to Iterative method discussed above. 
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Table 1. The results of iterative method for start value of k = 1, 2, 3, 4, 5, 10, 20, and 50 . 
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ABSTRACT 

Auto Spruce Trial System (ASTS) is designed to provide a platform in which 

children’s intelligence and cognitive behavior are tested through Wechsler 

Intelligence Scale for Children (WISC). This test is used for a children assessment 

and find out their abilities learning and disabilities, as well as a clinical device. ASTS 

system is an automated testing system which conducts the children test and 

generates their intelligence result automatically. We automate the system as 

mentioned above in Pakistan which is taken manually and consumes a lot of time. 

It does not really matter how much intelligence one has, what makes a difference is 

the manner by which well one uses his/her intelligence. This test is applicable for 

those children’s whose parents are worried about their mental health’s issues and 

their learning potential. An intelligence test can encourage guardians and 

instructors make judgments around an individual child’s educational course, 

standard, or in need of special education. 

 

KEYWORDS 

Wechsler Intelligence Scale for Children (WISC). 

 

1. INTRODUCTION 

This testing system as mentioned above, developed by David Wechsler. It’s a 

separately directed intelligence test for children between the ages of six and sixteen. 

The original test as mentioned above was developed in 1939, and this test divided 

into several of the subtests. The subtest was arranged into Verbal and Performance 

scales. These test scores based on:  

• Verbal IQ (VIQ)  

• Performance IQ (PIQ)  

• Full Scale IQ (FSIQ)  

The third edition was published in 1991 named as WISC-III. This edition has 

introduced a new subtest as a measure of processing speed. These four new index 

scores were introduced to represent more narrow domains of cognitive function:  

• Verbal Comprehension Index (VCI)  

• Perceptual Organization Index (POI)  

• Freedom from Distractibility Index (FDI)  

• Processing Speed Index (PSI)  

The WISC-IV and WISC-V are published in the year 2003 and 2014 respectively. 

The WISC-V has included a total of 21 subtests which based on 15 composite scores 

[2].  

In this paper we talk about a sort of use named as ASTS which can assist guardians 

with making a brilliant and prosperous future for their kids.  

The application ASTS can be utilized in schools for special children’s. ASTS is used 

not only as an intelligence test, but it is also used for other indicative purposes. IQ 

scores detailed by the ASTS and these outcomes can be utilized as a component to 

diagnose the children mental retardation and specific learning disabilities. But, here 

in this application we are just focusing on how to find out the cognitive functioning 

of a child. 
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1.1. Purpose 

ASTS is quite different from others. It is more reliable than any other system and 

Institutionalized knowledge tests are developed by strict rules to guarantee 

unwavering quality and legitimacy. This test is reliable when achieved a desired 

outcome. The main purpose of this system is to provide guidance to the parents 

who’s really concerned about their children’s mental health issues, so it will be a 

good approach to create something new and more reliable. 

 

1.2.  Scope 

Since, we know that it is a fact that everybody wants a new idea or something 

innovative. Auto Spruce Trial System (ASTS) is designed for the diagnosis of the 

Intelligence Quotient (IQ) level of a child and will be able to predict the presence 

of disorder in the children based on the age and number of answered question in a 

specific time and patterns based on the scaling system. By using ASTS, we can easily 

determine the cognitive functioning of any child. This testing system as mentioned 

above is applicable for children from age six to sixteen years. This test is utilized as 

an intelligence test, as well as a clinical apparatus. This project utilizes all our work, 

academic skills and our experience to making a remarkable source for us to learn 

more things and grow more into this field. 

 

1.3.  Modules of auto spruce trial system 

Our system consists of 3 modules, as follows:  

Module-1: Pre-designed Testing System  

Module-2: Consultancy  

Module-3: Bulletin Board 

 

 

 

 
 
 
 

 
Figure 1. Logo of our application. 

 

Module-1: Pre-designed Testing System  

In this module, we simply automate the testing system as mentioned above it’s allow 

the physiatrist to identify the stages of mind development. It has four main indexes.  

These indexes are below:  

i) Verbal Comprehension Index (VCI)  

ii) Perceptual Reasoning Index (VRI)  

iii) Working Memory Index (WMI)  

iv) Processing Speed Index (PSI)  

 

There are a variety of subtests within each of these indexes[3].  

1. The VCI Score test your child’s intelligence and knowledge. The subtest 

includes:  

• Vocabulary, Similarities, Comprehension, Information*, Word Reasoning*  

2. The PRI scores is related to intelligence and ability to learn new information. 

The subtest includes:  

• Block Design, Matrix Reasoning, Picture Concepts, Picture Completion*  
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3. WMI score is related to short term memory. The subtest includes:  

• Forward Digit Span, Backward Digit Span, Letter-Number Sequencing, 

Arithmetic*  

4. PSI test focuses on mental quickness and task performance, its mainly 

concerned with concentration and attention. The subtest includes:  

• Coding, Symbol Search, Cancellation* [3].  

 

Module-2: Consultancy  

It provides a consultancy section. Everyone who gives test, do not understand their 

test result and for their easiness we will provide consultants who will guide them 

online and evaluate their personality perfectly.  

 

Module-3: Bulletin Board  

Bulletin Board includes a portion where users can view updates about a particular 

issue or topic. It is a surface intended for the posting of public messages. It displays 

the daily updates of a website. If anything new happens, will be shown at the bulletin 

board. 

 

2. LITERATURE REVIEW 

Auto spruce trial system is an automated intelligence testing system which is based 

on the real and authorized data bank set. Automated System and websites exists, 

that conduct WISC-IV testing but their data set is not appropriate and according to 

the measures of testing system as mentioned above credibility. ASTS applies 

accurate and authenticate data set based on level of WISC-IV. ASTS is quite 

different from others. ASTS, is more reliable than any other system and 

standardized intelligence tests. ASTS is built by strict rules to ensure reliability and 

validity. A test result is considered reliable if we can get the equivalent/comparative 

outcome over and over.  

ASTS is designed to overcome the difficulties of psychologists when they take 

manual tests and generate their result in few days. The difficulties, they face are:  

1. The test is taken manually.  

2. The result is generated lately.  

3. Proper time is not given to individuals.  

 

2.1. Old methods used 

A Test Sheet Algorithm for Assessments  

A dynamic programming approach is used to solve the problem generated by 

multiple criteria test-sheet. This utilizes the techniques of clustering and dynamic 

programming that allows the construction of a possible test sheet in accordance with 

the specified requirements. In this paper some experimental results and the test-

sheet-generating strategy of ITED is discussed to evaluate the efficiency of the 

approach [5]. 

Fuzzy Logic-based Student Learning Assessment Model  

In this article a diagnosis model based on fuzzy logic has been presented. One of 

the main advantages of this model is that it sanctions for a representation of 

interpret able cognizance since it is predicated on rules when the reasoning is well 

defined as well as when the reasoning is intuitive, as a result of experience. The 

qualitative and quantitative criteria in student assessment proposed by the teachers 
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can be easily improved (linguistic variables as well as fuzzy rules) adding a high 

degree of flexibility [11].  

In Development of Computer-Assisted Testing System with Genetic Test Sheet 

technique is followed [12]. They proposed two genetic algorithms: 

• CLFG 

• FIFG 

Above techniques are used for test sheet-generating problems. In a less time by 

applying these approaches we can get the test sheets with near-optimal 

discrimination degrees. The two algorithms have been embedded in a CAI system, 

Intelligent Tutoring, Evaluation, and Diagnosis that provides the easiness and the 

more informative tool for the instructors an learners. The (ITED-II) testing sub 

systems generate the test sheets by accepting the assessment requirements by 

reading the test items from the item banks. In the end the test results are sending 

to the tutoring sub system for the arrangements of adaptive subject materials [12]. 

Generation Algorithm for Test Sheet Results  

The test sheet generating issues are solved through an adaptive cellular genetic 

algorithm, which is based on selection strategy. This algorithm is a combination of 

Adaptive Test Sheet Generation and cellular genetic algorithm. This approach 

resolves the problems of test sheet generation space, improves the fitness of test 

sheet and also improves the assessment of child’s. These techniques also improve 

the accuracy in calculations and convergence speed of calculations in test sheet 

generation [13]. 

An Evolutionary Intelligent Water Drops Approach for Intelligence Test sheet 

Results Generation  

In this paper, an intelligence test sheet result generating problems and issues are 

resolved. The computerized test sheet results with multiples assessments and 

calculations are one of the major issues in the Computer Assisted Testing System an 

E-Learning technology. A huge and verity of different tests, questions and task 

banks with different abilities are involved in the assessments test, even randomized 

test cannot serve the purpose of assessment and cannot generate an accurate output. 

The accurate result of the system is based on correct question bank and algorithm. 

It is difficult to develop the assessment sheet that satisfies the all assessment criteria.  

Evolutionary Intelligent Water Drops is best and more suitable algorithm which 

solves all the issues related to test sheet results and also solve the huge amount of 

question bank assessments test [14]. 

Genetic Algorithm used for assessment test  

In this research, genetic algorithm approach is used for genetic assessment test. This 

method is used for optimized the sequences multiple variety and group of tests 

which have used for same purpose and it is also use a less amount of hardware 

resources for optimal solutions. These tests are time consuming and some 

restrictions are applied. In this approach representative keywords used for a 

particular test. This approach has three major elements:  

• Teaching  

• Learning  
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• Evaluation  

The genetic algorithm helps in finding the best appropriate solutions [15].  

The reference is given below of a report that is a result of testing tool kit as 

mentioned above of a child it describes all the tables that are used for performance 

evaluation [1][4]. 

 

3. METHODOLOGY 

3.1. Method/Technique  

The main motive of our development is to produce precise and trustworthy results. 

We don’t have the right to ruin anyone’s life as it is a matter of very serious problem, 

therefore the results of the system must be reliable. There have been many 

approaches that drive different results based on decisions that are made on different 

states. In every stage, a decision which achieves a reward closer to the total rewards 

is desirable. The new approach adopts fuzzy logic theory to diagnose the difficulty 

level of test items, in accordance with the learning status and personal features of 

each student, and then applies the techniques to the test sheet construction. 

Clustering and dynamic programming is also an approach to solve such issues. 

ASTS system is an automated testing system which conducts the children test and 

generate their intelligence result automatically in which we will apply fuzzy logic 

instead of clustering techniques and dynamic programming approach. We 

automate the testing system as mentioned above in Pakistan which is taken manually 

and consumes a lot of time. [4] ASTS will serve as an intelligent assistance to 

psychologist. The fuzzy logic will make the system more efficient and time saving 

and it will also become very helpful for the psychologist.  

 

3.2. Product Perspective 

The system Auto Spruce Trial System (ASTS) is designed for the diagnosis of the 

Intelligence Quotient (IQ) level of a child and will be able to predict the presence 

of disorder in the children based on the age and number of answered question in a 

specific time and patterns based on the scaling system or the implementation of 

algorithm that are to be decided. The scores are cross matched with the scaled 

scores, composite scores, percentile rank or algorithm and provide the result in the 

terms of perfection or disorder. Type, kind, level and seriousness of disorder will 

be further provided in the consultancy section if required. 

 

3.3. System Functions  

The functions of the system are as follows:  

• Generation of questions from question bank.  

• Make record for the answered question.  

• Compare the answers by the engine and perform calculations.  

• Predict the IQ level.  

• Predict disorder in the child if present on behalf of his/her answers.  

 

 3.4. User View  

• User must know about this application features and a basic knowledge to 

operating the internet.  
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• User of this is generally the children that will interact so only their proper 

attention is required.  

• This system can also be used by parents/system for the result tracking of the 

child so; they should have basic knowledge of computer.  

 
 
 
 

 
 

 

Figure 2.  Abstract view of system. 

 

3.5. Operating Environment  

This is a web and android based system and hence will require a good GUI for good 

results. The basic need is the browser version for web users and android version for 

android user.  

 

3.6. Constraint  

• Expertise of members in the software used can be a constraint for the timely 

completion of the system.  

• Inappropriate working of database and interface may be a constraint.  

• Internet connection is important to run the function of the application.  

• Database is shared between both web and mobile application it may be forced 

to queue incoming requests and therefore increase the time it takes to fetch 

data.  

 

3.7. System Assumption  

• Great amount of memory is required in cell phones to use this system.  

• If your cell phone is not supporting well in memory and proper hardware 

resources so you can’t access this system.  

 

3.8. User Role  

• First step is the users register him/her self into the system.  

• The second step is system provides the access key to users.  

• The third step is according to the age level of user the system starts to show 

the test questions in order to take test of user then user start to give the test.  

• Next step is when user completed the test the system will show the test 

results. The result is in percentage form which determines the level of user’s 

intelligence and their cognitive abilities.  

• The last step is the user logout from the system.  

 

3.9. Overall System working through Diagram  

Overall working of the system through diagram is as follows: 
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Figure 3. Web view of system. 

 

 

 

 

 

 

 

 
Figure 4. android view of system. 

 

3.10. Hardware and Software  

 

Hardware  

• Laptop Mobile  

• Operating Systems  

Windows Android  

• Databases  

• MySql SQLite  

Programming Languages  

• Java PHP  

• HTML5 CSS3  

• Bootstrap  

• JSON 

 

4. RESULTS AND DISCUSSIONS 

We automate the testing system as mentioned above in Pakistan which is taken 

manually and consumes a lot of time. Psychologists complete this test in 2/3 days or 

in an entire week period of time. They cannot take this test continuously because 

neither they can concentrate on a test after 2 nor 3 hours nor children will be able 

to give test continuously.  

The manually system is totally converted into automated system. It stands and 

outmost the credibility level of all available websites conducting WISC-IV tests. Its 

output/result will be a score sheet and recommendations paper of child’s 

intelligence for parents and Psychologists. 
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Comparison: 

 
Websites Reliable Correct Usability Authentic 

Assessment.com[6] No Yes No No 

Quiznatic.com[7] No Yes No No 

Fundaction.com[8] No No No No 

Brainmetrix.com[9] No No No No 

Asts4childern.com[10] Yes Yes Yes Yes 

Table 1. Comparison of ASTS system with other systems [6,7,8,9,10]. 

 

The comparison can be easily understandable through this chart: 

 

 

 

 

 

 

 

 

 

 
Figure 5. Comparison of system. 

 

5. CONCLUSION 

In this research, we have presented an application by which psychologists can take 

their assessment test easily. They don’t have to wait for the entire week for result 

generation. Even, they don’t have to do calculations on their own. All they have to 

do is to check the behavior of the children and help them through queries if they 

are stuck. The rest of the work will be done by the system itself, which includes 

calculations, displaying questions and results generation. This will help kids in their 

primary ages, when they are studying. Not only kids but parents who are concerned 

about their children will get benefit too. The system will let parents know about 

their child weaknesses and IQ. Not only this, parents can also consult with the 

consultants about how to increase their children IQ and what should be done and 

what shouldn’t be done. This will help children to make their future bright and 

prosperous. In future, this application can be made more user friendly by 

implementing different GUI. For now, this application is only FYPs demonstration. 

But, after interacting with superior psychologist if they allow this application to be 

used for clinical purpose then we will implement it in clinics. And, we will not stop 

here, sooner it will be implemented in Schools and other educational institutions. 
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ABSTRACT 

There is a growing consensus that 3D printing technologies will be one of the next 

major technological revolutions. Over the past few years, many studies and 

researches have been carried out to improve and enhance the functions and 

performance of the 3D printers. In this paper, a modified Electromagnetism-like 

Mechanism (EM) algorithm is proposed to search for the optimum printing path of 

a 3D printer. The machine is set to fabricate the bracket of a photovoltaic solar 

energy harvesting panel. Instead of randomly setting the search step size, the 

improved EM systematically fine-tunes the steps to search for the best printing path. 

The performance of the enhanced EM is benchmarked with the conventional EM 

and Genetic Algorithm (GA). The results presented in this paper shows that the 

modified EM outperformed all other optimization techniques in terms of time 

taken, distance traveled and overall convergence process. We can thus conclude that 

the proposed modified EM performs well in optimizing the path planning sequence 

of a 3D printer. 

 

KEYWORDS 

Three Dimensional Printer, Electromagnetism-Like Mechanism Algorithm, 

Photovoltaic Solar Panel. 

 

1. INTRODUCTION 

Rapid prototyping, or better known as the 3D printing technologies have 

progressively taken more attention in the manufacturing research around the world 

as the process has proven to be compatible with industrial manufacturing beyond 

Prototyping [1-3]. The 3D printing technology evolved during the mid-1980s when 

computing and control systems progressed [4]. 3D printing is a form of “build-up” 

manufacturing, where an object is constructed and fabricated by adding layer after 

layer of a particular material. This is different from the conventional “cut-off” 

fabrication, in which an object is carved out of a block of raw material [5]. The 

systems are usually associated with the Computer-Assisted Design (CAD) software 

to digitally model the objects to be printed. It is widely recognized that the 3D 

printer offers significant advantages in terms of design freedoms, mass 

customization, and co-creation [6-8]. 

The study on the 3D printing technology can be split into several divisions. Among 

others is the tool path planning [9]. A primary goal in planning the tool path is to 

avoid tool collision. Solving the optimization problem of tool path has an important 

role because reducing the time to perform one piece ultimately leads to a significant 

reduction in cost of the entire series of fabrication. Several reports can be found in 

the literature on the tool path planning and optimization. In [10], the authors 

employed a hybrid algorithm to reduce the length of the tool path. A mathematical 

model for calculating the processing time was developed. The algorithm finds an 

optimal tool path, which has a proven effect on the process productivity. Some 

optimization mechanism, such as Ant Colony Optimization algorithm [11-13], 

Genetic Algorithm (GA) and Hill-Climbing [14, 15] were also attempted in the 

optimization of the tool path. 

This paper presents an enhanced Electromagnetism-Like Mechanism algorithm 

(EM) for the tool path optimization of a 3D printer. In this research, the 3D printer 

is set to fabricate a bracket for a photovoltaic solar panel. The breakdown of the 

paper can basically be divided into 4 major sections. The second section of the paper 
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presents the implementation method of the EM algorithm and the proposed 

modification. The experimental results are shown in section 3, along with the 

analysis and some discussions. The final section of the paper offers the conclusion 

made from the research. 

 

2. ELECTROMAGNETISM-LIKE MECHANISM ALGORITHM 

This section presents the implementation procedure of a global optimization 

algorithm known as Electromagnetic-like Mechanism (EM) in minimizing the 

traveling path of the 3D printer tool. The EM is a global optimization search 

mechanism proposed by Birbil and Fang in 2003 [16]. The EM imitates the 

attraction-repulsion mechanism of electromagnetic charges in the search for a 

global optimal solution. In the EM, all solutions are known as particles in the search 

space and the charge of each reflects the objective value of each. Particles with better 

objective attract other particles. Particles with worse objective values, on the other 

hand, repulse other particles so that they move away from the known bad solutions 

[17]. The magnitudes of the forces are in proportion to the objective values. The 

particles are then moved based on superposition theorem. Figure 2.1 shows an 

example of the forces applications.  

 

Figure 2.1. Total force exerted on Qa by Qb and Qc. 

 

There are five important operations in the EM, namely the initialization, the local 

search, the charge calculation, the force calculation, and the movement of particles. 

In the initialization stage, the feasible ranges of all the tuning parameters are 

defined. Then, m sample of initial particles are randomly picked from the feasible 

solution domain, each represents an N dimensional hyper-solid. Each value of 

dimension in each particle is assumed to be uniformly distributed inside the upper 

and lower bound. Since this research shows a minimization problem, the particle 

with the lowest tool travel path distance is marked as the best particle. Table 1 shows 

the pseudocode of the original EM proposed by Birbil and Fang in 2003 [16]. The 

mechanism is further illustrated in the flowchart shown in Figure 2.2. 

 

Table 1. Original EM proposed by Birbil and Fang. 

EM (m, MAXITER, LSITER, δ)  

m= number of initial particles 

MAXITER: maximum number of iterations 

LSITER: maximum number of local search iterations 

δ: local search parameter, δ ∈(0,1)  

1: Initialize ( ) 
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2: iteration 1 

3: while iteration < MAXITER do 

4:  Local (LSITER, δ) 

5:  F     CalcF ( ) 

6: Move (F) 

7:  iteration     iteration + 1 

8: end while 

 

 

Figure 2.2. The mechanism flow of a conventional EM. 

 

The original local search procedure in a conventional EM employs a random line 

search within the feasible range of a solution. This simple line search involves a 

particle being tuned along its dimensions one by one, restricted by a maximum 

feasible random step length of 𝜆 ∈ (0,1). For each of the iterations, a new random 

step length is generated. The overall local search procedure is immediately 

terminated upon achieving any better objective value. Table 2 shows the 

pseudocode of the original local search procedure in the original EM. The flow of 

the original local search mechanism is as illustrated in Figure 2.3. 
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Table 2. The original local search of the original EM. 

Local Search ( LSITER,𝜹 ) 

1: counter ← 1 

2: Length ← ⁡𝛿(𝑚𝑎𝑥𝑘{𝑢𝑘 −⁡𝑙𝑘}) 

3: for 𝑖 = 1⁡𝑡𝑜⁡𝑚 do 

4:    for 𝑘 = 1⁡𝑡𝑜⁡𝑛 do  

5:  𝜆1 ← 𝑈(0, 1) 

6: while 𝑐𝑜𝑢𝑛𝑡𝑒𝑟 < 𝐿𝑆𝐼𝑇𝐸𝑅⁡do 

7:     𝑦 ← 𝑥𝑖  
8:      𝜆2 ← 𝑈(0, 1) 

9:     if 𝜆1 > 0.5 then 

10:        𝑦𝑘 ←⁡𝑦𝑘 +⁡𝜆2(𝐿𝑒𝑛𝑔𝑡ℎ) 

11:     else 

12:        𝑦𝑘 ←⁡𝑦𝑘 −⁡𝜆2(𝐿𝑒𝑛𝑔𝑡ℎ) 

13:     end if  

14:     if 𝑓(𝑦) < 𝑓(𝑥𝑖)⁡then 

15:        𝑥𝑖 ⁡← 𝑦 

16:        𝑐𝑜𝑢𝑛𝑡𝑒𝑟⁡ ← 𝐿𝑆𝐼𝑇𝐸𝑅 − 

17:     end if  

18:      𝑐𝑜𝑢𝑛𝑡𝑒𝑟⁡ ← 𝑐𝑜𝑢𝑛𝑡𝑒𝑟 + 1 

19: end while 

20:    end for  

21: end for 

22: 𝑥𝑏𝑒𝑠𝑡 ⁡← 𝑎𝑟𝑔𝑚𝑖𝑛⁡{𝑓(𝑥𝑖),⁡⁡⁡∀𝑖} 
 

The total force vector exerted onto each particle is calculated based on the 

Coulomb’s Law. The charge of each particle is evaluated by its current objective 

value compared to the best particle in the iteration. The computed charge of a 

particle, qi , when compared to that of other particles, will determine if it is a 

repulsive or attractive force to the respective particles. The calculation of qi is shown 

in equation (1): 

𝑞𝑖 = 𝑒𝑥𝑝(−𝑛
𝑓(𝑥𝑖)−𝑓(𝑥𝑏𝑒𝑠𝑡)

∑ (𝑓(𝑥𝑘)−𝑓(𝑥𝑏𝑒𝑠𝑡))𝑚
𝑘=1

) , ∀𝑖           (1) 

 
where n refers the total dimension of the particle and m denotes the population 

size. f(xbest) represents the objective value of the best particle. 

With the charges calculated for all particles, forces generated by one particle onto 

another can be computed. According to the electromagnetic theory, the force of one 

particle onto another is inversely proportional to the distance between the two 

particles and directly proportional to the product of their charges. The force vector 

for a particle can be determined using equation (2). 

 𝐹𝑖 = ∑ {
(𝑥𝑗−𝑥𝑖)

𝑞𝑖𝑞𝑗

||𝑥𝑗−𝑥𝑖||2
⁡⁡⁡⁡⁡𝑖𝑓⁡⁡⁡⁡𝑓(𝑥𝑗)<𝑓(𝑥𝑖)⁡

(𝑥𝑖−𝑥𝑗)
𝑞𝑖𝑞𝑗

||𝑥𝑗−𝑥𝑖||2
⁡⁡⁡⁡⁡𝑖𝑓⁡⁡⁡⁡𝑓(𝑥𝑗)≥𝑓(𝑥𝑖)⁡

⁡⁡⁡⁡⁡⁡}𝑚
𝑗≠𝑖 , ∀𝑖     

 (2) 

 
where f(xj) < f(xi) denotes attraction and f(xj) ≥ f(xi) refers to repulsion.  
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Figure 2.3. The flow of the original local search mechanism. 

 

The movement stage in EM involves relocation of all particles but the best to a new 

location in space. This step is crucial to ensure better global exploration of other 

possible routes. The calculation for the movement of a particle is as shown in 

equations (3), where 𝜆 represents the global particle movement step length. It is a 

random value between 0 and 1, assumed to be uniformly distributed between the 

upper boundary (uk ) and the lower boundary (lk ).  

 𝑥𝑘
𝑖 ⁡← ⁡ 𝑥𝑘

𝑖 + ⁡𝜆𝐹𝑘
𝑖 ⁡(⁡𝑢𝑘 −⁡𝑥𝑘

𝑖 ⁡)⁡   ;⁡𝐹𝑘
𝑖 ≥ 0  

 𝑥𝑘
𝑖 ⁡⁡← ⁡ 𝑥𝑘

𝑖 + ⁡𝜆𝐹𝑘
𝑖 ⁡(⁡𝑥𝑘

𝑖 −⁡𝑙𝑘)   ;⁡𝐹𝑘
𝑖 < 0    

 (3) 

Holding the absolute power of attraction towards all other particles, the best particle 

of the iteration does not move. After a pre-fixed number of iterations, the best 

optimized tool path is then fed back as the result.  

 

2.1. The Enhanced EM 

In this research, a modification on the EM is proposed. This enhanced algorithm is 

named as Regulated Step EM (ReSEM). ReSEM is a modified version of EM that 

can grant the algorithm the ability to hit a more accurate result without heavily 

slowing down the entire convergence process. The idea of ReSEM is to replace the 

local search segment of a conventional EM with the procedure as shown in Table 3. 

ReSEM applies a nonlinear equation to dynamically adjust the step size as iterations 

go. The step λ is calculated using equation (4). 

    𝜆 =
1

𝑖+0.125
       (4) 

Figure 2.4 shows the modified workflow and decision making process of the 

enhanced ReSEM for the implementation in this research, where D represents the 

current solution in a particular dimension of an iteration and λ refers to the search 

step calculated using equation (4). The flow systematically checks the direction and 

the magnitude of the convergence movement of each iteration and change 

accordingly. This ensure the algorithm search in relatively larger steps in the 

http://dx.doi.org/10.17993/3ctecno.2019.specialissue


Tool path optimization of a 3D Printer via an enhanced electromagnetism-like mechanism algorithm for solar panel 

brackets fabrication 

DOI: http://dx.doi.org/10.17993/3ctecno.2019.specialissue.06 

59 

beginning of the iterations and move towards a more fine-tuned search as the 

iteration goes.  

 

Table 3. Local search procedures for the proposed ReSEM.  

ReSEM Procedures 

Step 1 Set maximum number of iterations as terminating criteria. 

Step 2 Calculate the step size according to equation 4. 

Step 3 Tune the current tile angle by adding and subtracting it with λ  separately. 

Calculate the new output power with the new solutions obtained. 

Step 4 Adapt the newfound tilt angle value if a higher output power is achieved. 

Step 5 Repeat Steps 3 and 4 until no higher output power is obtained. 

Step 6 Exit if the iteration number reaches termination criteria. Otherwise move on to 

the next iteration (i = i + 1) and repeat from Step 2. 

 

 

Figure 2.4. The proposed modification on the local search sequence of the modified EM. 
 

The enhanced algorithm is then implemented to search for the shortest and 

quickest path in the simulation runs of a 3D printer to print the bracket. Figure 2.5 

shows an example of the printing layers which the experiment is conducted on. The 

enhanced algorithm is set to search for the optimized tool path to print the shaded 

areas. 

 

http://dx.doi.org/10.17993/3ctecno.2019.specialissue


Tool path optimization of a 3D Printer via an enhanced electromagnetism-like mechanism algorithm for solar panel 

brackets fabrication 

DOI: http://dx.doi.org/10.17993/3ctecno.2019.specialissue.06 

60 

 

Figure 2.5. Example of the printing layers. 

 

3. EXPERIMENTAL RESULTS  

The performance of the enhanced EM is benchmarked with that of the conventional 

EM. Also, in order to show a better picture on the performance of the enhance EM 

compared to other optimization algorithms, a standard Genetic Algorithm (GA) is 

also included in the benchmarking process. Figure 3.1 shows the flow of the GA 

used in the benchmarking. The experiment is conducted in 10 individual runs for 

each of the algorithms. The results are shown in Table 4 in the form of best distance, 

worst distance, average distance, average time and average iteration needed to 

reach best optima results of the 10 individual runs. 

From Table 4, it can be observed that the enhanced ReSEM shows relatively better 

results as it found shorter distance to travel compared to the conventional EM and 

the GA. Also, notice that this led to a shorter time needed to travel in order to 

complete the task. 

In order to investigate the overall convergence performance of the algorithms, some 

convergence processes of the experiment are sampled and analyzed. The iteration-

by-iteration comparison of the sampled convergence processes are showed in Table 

5. Figure 3.1 provides a better illustration of the iteration movement comparison of 

each algorithm. 

 

Table 4. Results benchmarking. 

 ReSEM Conventional EM GA 

Best Distance 1.267m 1.282m 1.315m 

Worst Distance 1.288m 1.495m 1.580m 

Average Distance 1.275m 1.391m 1.507m 

Average Time 92.7s 107.6s 114.8s 

Average Iteration 5.2 18.1 29.7 
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Table 5. Comparison on the examples of the convergence process for ReSEM, Conventional EM 
and GA. 

Ite. ReSEM 

Conv. 

EM GA Ite. ReSEM 

Conv. 

EM GA 

0 3.975 3.21 2.981 26 1.27 1.387 1.427 

1 2.352 2.89 2.875 27 1.27 1.387 1.427 

2 1.599 2.67 2.769 28 1.27 1.387 1.427 

3 1.416 2.53 2.663 29 1.27 1.387 1.427 

4 1.355 1.899 2.502 30 1.27 1.387 1.427 

5 1.283 1.899 2.434 31 1.27 1.387 1.427 

6 1.27 1.899 2.105 32 1.27 1.387 1.427 

7 1.27 1.471 1.988 33 1.27 1.387 1.427 

8 1.27 1.471 1.986 34 1.27 1.387 1.427 

9 1.27 1.462 1.984 35 1.27 1.387 1.427 

10 1.27 1.453 1.982 36 1.27 1.387 1.427 

11 1.27 1.453 1.98 37 1.27 1.387 1.427 

12 1.27 1.4 1.978 38 1.27 1.387 1.427 

13 1.27 1.4 1.806 39 1.27 1.387 1.427 

14 1.27 1.4 1.793 40 1.27 1.387 1.427 

15 1.27 1.4 1.503 41 1.27 1.387 1.427 

16 1.27 1.399 1.486 42 1.27 1.387 1.427 

17 1.27 1.387 1.481 43 1.27 1.387 1.427 

18 1.27 1.387 1.481 44 1.27 1.387 1.427 

19 1.27 1.387 1.481 45 1.27 1.387 1.427 

20 1.27 1.387 1.481 46 1.27 1.387 1.427 

21 1.27 1.387 1.452 47 1.27 1.387 1.427 

22 1.27 1.387 1.45 48 1.27 1.387 1.427 

23 1.27 1.387 1.446 49 1.27 1.387 1.427 

24 1.27 1.387 1.44 50 1.27 1.387 1.427 

25 1.27 1.387 1.43     

 

It can be observed from Figure 3.2 that the modified ReSEM shows rapid 

convergence process at the beginning of the iterations. Relatively, the conventional 

EM and the GA show slower convergence rates. The enhanced ReSEM also manages 

to hit lower distance value compared to that of the conventional EM and the GA. 

convergence processes are showed in Figure 3.2. 
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Figure 3.1. The general flow of the Genetic Algorithm used in the benchmarking. 

 

 

Figure 3.2. Convergence process comparison. 

 

 

4. CONCLUSION 

The size of the search steps has been a common issue in the development of 

optimization algorithms. Larger search steps enable quicker search, but return with 

less accurate solutions. Scrutinized search, on the other hand, can ensure the 

algorithm to hit solutions with higher accuracies. The trade-foo, however, is that the 

search takes relatively longer time. In this research, an enhanced Electromagnetism-
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Like Mechanism algorithm has been developed for the optimization of the tool path 

of a 3D printing system. A regulated search step mechanism has been introduced 

into the local search segment of a conventional EM. This regulated search EM 

(ReSEM) begins the search with a relatively large search step to speed up the 

convergence process. As the search iterations go, the algorithm then automatically 

adjust and fine-tunes the search step in order to achieve solutions with higher 

accuracies. This provides the search algorithm both the advantages in terms of 

speed and accuracies. Experiments have been carried out to verify and examine the 

performance of the proposed algorithm. The results indicated that the proposed 

ReSEM showed significant improvement over the conventional EM and 

outperformed the GA in the search for the shortest and quickest tool path for the 

3D printing system. In the future, this enhanced global optimization search 

mechanism can also be implemented to solve other engineering optimization and 

scheduling problems. 
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ABSTRACT 

Currently the human beings are encircled by multiple types of problems, out of 

those the environmental degradation issue is one of the major problem which is 

caused by over population, rapid increase of urbanization and industrialization 

which result in production of huge quantity of solid wastes. Thus the effectual solid 

waste management and its disposal arrangements are required. Another major 

problem being faced globally is to locate an appropriate area for the disposal of 

hazardous wastes by overcoming main constraints including environmental, 

economic and political for spotting of a suitable site. In this study our focus is to  

spot  a  proper  landfill  site  for  the  disposal  of  hazardous  wastes for which we 

have selected  industrial (radioactive) wastes of the district of Karachi East as a area 

for research. This district has wide range of Korangi Industrial Area and small 

portion of Landhi Industrial Area. In this research we have used methods of 

Decision Support System (DSS) based on Geographical Information System (GIS) 

and Remote Sensing (RS) concerning all supportable measures. With the assist of 

Analytic Hierarchy Process (AHP) and Multi-Criteria Decision Making (MCDM), 

suitable alternative site for  dumping  solid  waste  has  been  selected  on  the  basis  

of  different  factors performed  on  Arc  Map  10.3,  Erdas  Imagine,  e-Cognition  

developer  by  considering  the  decision maker’s expectations. The results show 

that after performing different investigations on the suitability indexes, the analyzed 

area which is most suitable for solid waste dumping is 200m away from Malir River. 

 

KEYWORDS 

Decision support system (DSS), landfill site, hazardous wastes, Multi-Criteria 

Decision Making (MCDM), Spatial Decision Support System (SDSS), Analysis 

Hierarchy Process (AHP). 

 

1. INTRODUCTION 

Solid Waste (SW) material contains all kinds of surplus such as trash, waste, sludge 

and few more solid garbage that are produced from human and other living thing’s 

activities which is usually rejected to reuse or recycle including industrial, 

agricultural, commercial and society activities excluding sewage material from 

residential area, silt in water, poised solids in wastewater sewage from industries, 

suspended particles in irrigation system and other multiple common types of water 

pollutants. From the Document Driven Decision Support System’s perspective 

which is applied in this study, Solid Waste Management (SWM) is one of the most 

important services which are getting extensive attention in the urban agenda of 

several developing countries [1]. Due to less concentration of SWM, it has been 

observed that there are numerous environmental degradation vulnerabilities along 

with health risks. This problem becomes wider and reaches beyond the geographical 

margins of towns or cities. Generally the Solid waste management is a calamity in 

several major urban regions of the world, as populations are attracted toward cities 

which continue to increase urbanization leading to continuously increasing amount 

of residential solid waste; whereas space for disposal is limited. Similarly in many 

developing cities and towns, inapt managing and disposal of municipal solid waste 

is most conspicuous reason of environmental degradation [2], for example air, 

water, soil and land pollution etc, which is caused by inappropriate disposal of 

municipal solid wastes. Although in the early 1990s; about US$25 billion is spent 

annually just on solid waste management by Asian countries this figure is estimated 
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to increase approximately US$50 billion by 2025[3]. Rapid Increase in population 

results in rising quantity of solid waste with higher rate and has remained a 

challenge for Pakistan also, however it has been examined that the spawned waste 

is carried out and either dumped in low lying areas or burned in open environment 

exclusive of analyzing the disposal hazards and spot. This study has been carried 

out to assess the possibility of landfill site selection for solid waste dumping (SWD). 

Presently, Pakistan is suffering from solid waste issue and has received lesser 

attention for an adequate and appropriate ways of collection, transportation, 

disposal and dumping due to the large sizes of its cities, consequently, the 

environmental and sanitary conditions are becoming critical with the passage of 

time, and thus public social life is continuously deteriorating [4]. According to 

survey report of 1998 out of 130.579 million population of Pakistan, 67% is living 

in countryside areas, whereas 33 % reside in cities. Moreover, out of 33 % of people 

existing in cities, from which 54 % exist in 10 main cities of Pakistan [5]. Throughout 

the past various decades, migration has begun from rural to urban regions. The 

main reasons which cause this migration are as less crop yields, slow growth in 

agricultural zones, unemployment and environmental damages because of   

deforestation, water scarcity and desertification. The huge countryside inundation 

has, sequentially added to the overload on urban infrastructure and services [6]. 

The at present approximately 6000 tons per day waste dumping is required in 

Karachi which is one of the largest city of Sindh province of Pakistan, but it has not 

been conducted in adequate and appropriate manners in collection, transportation 

and disposal, as a result, the sanitary and environmental circumstances have further 

worsened, as well as public is suffering from passing their lives in polluted situation. 

These exposure consist on expending rate of urban areas, structure and 

compactness of urban regions, planning and reign of progress, temperature and 

precipitation, scavenger’s commotion for recyclable partition, ability sufficiency as 

well as the restrictions of several precincts to control the waste damage, collect, 

transport and dispose [7]. Karachi is a metropolitan city of Pakistan has 

inappropriate municipal solid waste management system as well. The existing solid 

waste collection and transportation management system in Karachi is not perfect. 

There is inadequacy for extensive term plans, consequently in some cases rambling, 

ad-hoc and often damaging plan, guidelines and organizational schemes exist. The 

municipal infrastructure construction has been lagged by the economic 

development, which become the bottle-neck to hinder the faster and better 

development of the municipal economy. Waste collection, disposal, transport and 

street sweeping, duty lies with the municipal authorities. It has created suggestion 

for improved container design and promotes consciousness of solid waste 

management [8]. 

 

2. STUDY AREA 

Karachi East is a densely populated district of Karachi city and it has a large 

important and famous areas  such as Jinnah International Airport, PAF Base Faisal, 

PAF Museum, Pakistan Maritime Museum, Karachi Universty, NED University, Sir 

Syed University of Engineering and Technology, Federal Urdu University Of Arts 

Science & Technology, Bahria University, Safari Park, Aladin Amusement Park, 

Sindhbad Play Land, Liaquat National Hospital, Agha Khan Hospital, Korangi 

Industrial Area and some part of Landhi Industrial Area; all covering an area of 
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140 km2. It is located at 24° 45” to 25° 15” north and 66° 37” to 67° 37” east. It has 

Malir District in the north-east, Karachi West District in the North-West, Karachi 

South District in the south and Karachi Central District to the west as shown in Fig.1 

and located near to the coast resulting relatively mild climate. 

 

Figure 1. Location of Karachi East Pakistan. 

 

The district of Karachi East has been shifted through knowledge driven Decision 

Support System which is analyzed by (SWOT) (planning method/tool) shown in 

Figure 2 and its outreach described in suitability analysis [9]. Therefore, our 

purpose is to use the technique of SWOT planning expeditious in life cycle of OBIA  

Figure 2. Flow Diagram is describing strength, weakness, opportunity and threats of solid waste 
dumping in the study area. 
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by means of the intention whose notions explained at this time can be used to 

reinforce and direct this rising discipline[10]. 

 
 

3. METHODOLOGY 

The process of Analytic hierarchy data driven decision support system is classified 

in Figure 3 to Figure 5 with the help of Simon’s Model, where data has been 

gathered, processed and analyzed for the suitability indexes and after that finalized 

through efficiently methods of RS and GIS. 

Figure 3. Flow Chart showing data acquisition. 
 

 
Figure 4. Flow Chart showing data pre – processing. 
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Figure 5. Flow Chart showing data processing.  

 

4. RESULTS AND DISCUSSIONS 

Communication driven decision support system used to choose the study area that 

improved decision making capabilities throughout the work done. Similarly, model 

driven support system manipulated the data to produce analytical results. Although 

Karachi East District does not have uneven (hilly) surface which contains low 

elevation level therefore few water bodies have came out in results given in Figure 

6. Simultaneously, area is totally filled with land use features which have resulted in 

Figure 7. 

 

Figure 6. Elevation and water bodies lie in the Karachi East. 
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Figure 7. Land Use Map of Study Area. 
 

Karachi city has 18 towns with 11 Dumping sites as shown in Table 1. But the 

identified dumping sites on the basis of origin are Jam Chakro, Gond Pass, Saba 

Cinema (North Karachi), Korangi 5, Lalabad (Landhi), Korangi 3.5 (Ibrahim 

Haidry Police Station) and Korangi 1.5 by 100 quarters. While main wastage dump 

in Gond Pass (1600 tons/day) and Jam Chakro (1200 tons/day) that means it 

represent approximately 45% of the total and there is only one dumping site which 

is not located on its best location for the whole district as shown in Figure 8. 

Moreover, the Sindh Solid Waste Management Board (SSWMB) has taken over the 

land of Karachi Development Authority (KDA) adjacent to Race Course near 

Safoora Chowrangi for the construction of a Garbage Transfer Station (GTS). 

However, building the GTS in District East is likely to prove hazardous for the city 

[11]. Additionally, researches describe that more landfill sites should be placed in 

urban region but far from populated areas rather than rural areas due to bulky 

amount of solid waste found in urban sites. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8. Map showing location of existing landfill sites in Karachi . 
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Table 1. Locations of Landfill Sites in Karachi. 

For getting better multi criteria decision making results which reduces outlays and 

speed turn-around on the next land-use/land-cover, vegetation or impermeable 

surface mapping project, Object-Based Image Analysis (OBIA) was performed 

initially on E-cognition Developer which is advanced method of image classification 

shown in Figure 9.  Multi-scale segmentation has frequently been associated with 

theory of hierarchy [12]. 

 

Figure 9. Map showing OBIA classification. 
 

Figure 9 depicts the OBIA classification besides above technique, weighted overlay 

and suitability analysis is carried out on ArcGIS 10.3 software with the help of 

distinct aspects and creation of models in model builder used for selecting suitable 

land disposal site (Model: I, II & III) as shown in fig. 10, 11 and 12. The problem 

over here is to make a suitability raster for the area of solid waste dumping site. 

These equations 1, 2& 3 define the suitability to be the total of weight criteria 

multiplied with the product of restrictions. 

S.No Name of Site Coordinates 

1 Jam Chakro                                   N = 25° 01. 675’       E = 67° 01. 61’ 

2 Deh Gond Pass                             N = 25° 00. 634’       E = 66° 55. 263’ 

3 Mehmoodabad   N = 24° 50. 906’       E = 67° 04. 212’ 

4 Safari Park                                     N = 24° 55. 241’       E = 67° 06. 391’ 

5 Lines Area                                      N = 24° 51. 903’       E = 67° 02. 292’ 

6 Orangi         N = 24° 56. 210’       E = 67° 00. 379’ 

7 Meva Shah                                    N = 24° 53. 332’       E = 67° 00. 338’ 

8 Korangi Graveyard                      N = 24° 51. 527’       E = 67° 11. 206’ 

9 Saba Cinema, North Karachi     N = 24° 59. 250’       E = 67° 5. 169’ 

10 lalabad landhi                               N = 24° 49. 385’       E = 67° 12. 485’ 

11 Ibrahim Haidry Police Station   N = 24° 48. 238'       E = 67° 9. 105' 
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𝑆 = ∑ 𝑤𝑖⁡
𝑛
𝑖=1 𝐶𝑖∏ 𝑟𝑗

𝑚
𝑗=1 ------------1 

Where 

-S = Suitability for a waste disposal site  

−𝑊𝑖 = Weight for Criteria 𝑖⁡𝐶𝑖 

-𝐶𝑖 = Criteria for suitability 

−𝑟𝑖 = Restriction  

 

Restriction Model  

𝑆 = ∑ 𝑤𝑖⁡
𝑛
𝑖=1 𝐶𝑖∏ 𝑟𝑗

𝑚
𝑗=1                  

----------2 

3 restrictions 

 𝑆 = ∑ wiCi(rrivers ∗ rroads ∗ rlandmarks)
𝑛
𝑖=1 ------->3 

 Where,  

-𝐫𝐫𝐢𝐯𝐞𝐫𝐬 = Restriction related to river location  

-𝐫𝐫𝐨𝐚𝐝𝐬 = Restriction related to roads location  

-𝐫𝐥𝐚𝐧𝐝𝐦𝐚𝐫𝐤𝐬 = Restriction related to parks and reserves location 

Restriction in Buffer is shown in Table 2. Most restrictions included a Minimum and 

Maximum Buffer Zone with Analysis Buffer. 

 

Table 2. Restriction Buffer. 

 

Restriction in Raster are shown in Table 3. 

Restrictions in raster exposed here through Boolean expression where restricted 

cell is shown with 0 and viable cell is represented with 1 to develop a waste disposal 

site. 

 

Table 3. Restrictions in Raster. 

0 1 1 0 

1 1 0 0 

1 1 1 0 

1 0 0 0 

 

Restriction Source Minimum Buffer 

Distance (m) 

Maximum 

Buffer Distance 

(m) 

Analysis Buffer 

Distance (m) 

Rivers 30 200 200 

Roads 50 300 300 

Landmarks 300 3000 1000 
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Figure 10. Model I Suitability Model. 

 

𝑆 = ⁡∑𝑤𝑖

𝑛

𝑖=1

𝐶𝑖∏𝑟𝑗

𝑚

𝑗=1

 

𝑺 = ∑ (𝒘𝒔
𝒏
𝒊=𝟎 𝑪𝒔 ∗ 𝒘𝒍𝒖𝑪𝒍𝒖)∏ 𝒓𝒋

𝒎
𝒋=𝟏  

 

  Where:  

-𝑤𝑠 & 𝐶𝑠 = Weight and criteria for slope  

-𝑤𝑙𝑢 & 𝐶𝑙𝑢 = Weight and criteria for land use 

Figure 11. Model II: Weights and Evaluation Scale. 
 

Weights and Evaluation Scale 

• Weights  

S =∑ (𝑛
𝑖=1 0.40𝐶𝑠 ∗ 0.60𝐶𝑙𝑢) ∏ 𝑟𝑗

𝑚
𝑗=1  

• Evaluation Scale 

 ---1 ---5 step of 1  
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Figure 12. Model III: Parcel Selection Criteria 1. 

 

For selecting best suitability value i.e. 3 in this analysis, parcel selection criteria have 

been applied whereas most suitable parcels are above than one hector (10,000 m2) 

in Karachi East’s boundary (Model: III). 

 

4.1. Landmarks Buffer to Landmarks Raster Buffer with Restriction 

constants 

District East Karachi consists of many famous landmarks shown in Figure 13 (A). 

Solid waste dumping site should not be the surroundings of landmarks. For this 

purpose, a 1000m buffer zone is applied from all landmarks. Landmarks buffer 

have been united with the boundary of study area for finding the extent in Figure 

13 (B). Whereas Restriction constants -1 (high restriction) and 1 (low restriction) is 

applied in Raster Buffer zone to determine unacceptable areas for solid waste 

dumping in Figure 13 (C). 

 
Figure 13. Maps of Suitability Indexes: (A) Landmarks Buffer (B) Landmarks Buffer union with 
extent (C) Landmarks Raster Buffer with Restriction Constants. 

 

4.2 Rivers Buffer to River Restriction 

The waste dumping areas should be away from rivers, lakes, or swamps where the 

underground water level is high. As the main rivers have an excessive discharge and 

immense downstream impact, therefore no landfill should be placed in the 
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floodplains of main rivers [13]. Consequently, a buffer of 200m is applied in Figure 

14 (D). For getting desire river restrictions output a layer of vector river buffer 

converted into raster river buffer in Figure 14 (E) because Boolean Expression can 

be applied on Raster Calculator using raster layer. Result of river restriction is 

shown in Figure 14 (F) with the value of 0 (high restriction) and 1 (low restriction).  

 
Figure 14. Maps of Suitability Indexes: (D) River Buffer (E) River Buffer Raster (F) River Restriction.  

 

4.3. Roads Distance to Final Raster Restrictions constants 

The District consists of main roads, secondary roads and pedestrian roads. The 

waste dumping sites should not be near to the road networks. Therefore, a 300m 

buffer zone is applied to these networks shown in Figure 15(G) Raster Buffer is 

showing restriction constant where Boolean expression stated high restriction 0 and 

low restriction 1 for solid waste land disposal in Figure 15(H) Output of Final Raster 

restriction constants with rivers, roads and Landmarks also gave result with Boolean 

expression such as 0 (high restriction for solid waste dumping) and 1 (low restriction 

for solid waste dumping) in Figure 15(I). 

 
Figure 15. Maps of Suitability Indexes: (G) Roads Distance (H) Roads Raster Buffer with Restriction 
Constants (I) Final Restriction Constants with Rivers, Roads and Landmarks. 
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4.4. Suitability Ratio to Most Suitable Parcel  

Most of the land disposal site analyzed at a constant given distance from rivers and 

roads and far from populated areas shown in Fig 16(J). Thus, additional evaluation 

was done in ArcGIS environment to get most suitable parcels at high suitable ratio 

in Fig 16(K). Finally, the suitability indexes excluded small parcels that were less 

than 1 hectare and highlighted the areas in circle (red) from the sites classified as 

high suitable for  

solid waste dumping whereas with black box as shown in Fig 16(L) is most highly 

appropriate spot for solid waste dumping which is 200m away from Malir River in 

the study area. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 16. Maps of Suitability Indexes: (J) Suitability Ratio for Land Disposal Site (K) Most Suitable 
Parcels at High Suitable Ratio (L) Most Suitable Parcels at High Suitable Ratio above 1Ha. 
 

5. CONCLUSION 

Spatial Decision Support System (SDSS) helps in decision making and Analytic 

Hierarchy processes that are suitable for organizing complex decisions resulting in 

appropriate site selection for solid wastes which are believed to be far away from 

urban population. In this study, through the technique of Analytic Hierarchy 

Process (AHP) and Multi-Criteria Decision Making (MCDM), suitable alternative site 

for dumping solid waste has been  selected on the basis of different factors 

performed on  Arc  Map 10.3, Erdas Imagine, e-Cognition developer  for fulfillment 

of  decision maker’s expectations. After performing different investigations on the 

suitability indexes, the analyzed area most suitable for solid waste dumping came 

out to be 200m away from Malir River. 
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ABSTRACT 

Knowledge Integration (KI) has been significant concern in analyzing the organization 

performance. KI also has been challenged by the emergence and continued development 

technologies that have made new sources of information and knowledge available to 

Small Medium Enterprises (SMEs). Social media are widely adopted by organizations to 

enhance the effectiveness of KI practices. The purpose of this study to investigate the 

factors that influence of KI through social media. Based on the 11 selected papers, this 

review has established 12 factors that may influence of knowledge integration through 

social media. Hence, this research contribute to the practice and research of KI and social 

media and its effectiveness towards the organizational performance. 

 

KEYWORDS 

Knowledge Integration, Social Media, Small Medium Enterprise, Systematic Literature 

Review. 

 

1. INTRODUCTION 

In the new age, knowledge has been recognized as one of most valuable assets which 

developed in organization. Knowledge is related to activities and process flow in and 

between the organizations. Knowledge integration is solitary of the most essential 

approaches of knowledge applications to attain sustainable competitive advantages and 

business value [1]. Only the organization has the capabilities of integrating the inside and 

outside resources to innovate faster, would be able to succeed under the ultra-competitive 

environment [2]. From the time when knowledge is continually changing and 

depreciating, organizations cannot possess all the required knowledge by themselves. 

The key is to utilize expertise that is spread within the enterprise by integrating 

knowledge [1]. KI is required in many situations where coherent combining of disparate 

sources and levels of information for some enterprise is necessary [3]. Technological 

cooperation among firms is important because a large part of the knowledge needed in 

innovation processes is tacit, and can be transferred through social media interactions 

[4]. According to [5] the effective adoption of technologies in companies is much 

depending on technology characteristics, project and organizational characteristics, user 

and social characteristics, and task characteristics. However, in reality, these factors are 

much neglected by organizations, especially among small companies. Social media tools 

have ability to integrate all information and knowledge that can be obtained [6]. Even 

though reports suggest the social media tools enhance the development of SMEs, there 

is still little empirical evidence on their adoption and usage from the category of firms [7] 

especially in the KI [8]. 

This study aims to investigate the factors that influencing of KI and Social Media. The 

findings will be able to assist the SMEs manager to adapt Social Media for integrating 

knowledge. The following section presents the review of the methodology. Subsequently, 

followed by discussion section in which focused on influencing factors of KI. The final 

section concludes the current study by revealing the research contribution and proposing 

for further research possibility. 

 

2. REVIEW METHODOLOGY 

According to Okoli et al. [9], the SLR processes contains of three stages namely: planning, 

executing and reporting stage as show in Figure 1. The following sub sections will discuss the 

processes in details. 

http://dx.doi.org/10.17993/3ctecno.2019.specialissue


Effecting factors of knowledge Integration through social media in small mèdium enterprises environment 

DOI: http://dx.doi.org/10.17993/3ctecno.2019.specialissue.08 

83 
 

 
Figure 1. SLR process (Source: Okoli, 2010[9]). 

 

2.1. Planning Stage 

The planning stage activities include identifying specific research context, defining 

reviewing protocols, and constructing of research questions. The research question (RQ) 

is ‘What are the factors that influence the KI through social media’.  

 

2.2. Executing Stage 

A literature search was conducted from December 2010 to September 2017 using three 

leading electronic journal databases. The databases are ACM, IEE, Science Direct and 

Scopus. The search was limited to peer-reviewed, English-language journal papers 

published between 1996 and 2016. Search result for SCOPUS, Science Direct, IEEE and 

ACM are summarize in Table 1. The search analyst titles and abstracts for a number of 

related keywords and phrases: "knowledge integration", "knowledge combination", 

"knowledge mapping", "knowledge collaboration", "social media", "technology", "social 

network", “organization”, “Small Medium Enterprises” etc. When searching in the 

databases, therefore, we use three couples of combinative keywords: (knowledge AND 

integration), (knowledge AND combination) and (knowledge AND collaboration) etc. 

The result is shown as Table 2. 

Certain criteria have been set in choosing the articles. The article was only included if it 

met the following criteria. Firstly, its focus was primarily on KI/ Social media. Secondly, 
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the area investigated included SMEs environment. Finally if only the article are discussed 

factors effect on KI through Social Media. The current research focus merely in peer-

reviewed primary studies published in academic journals were included, resulting in the 

exclusion of literature reviews, conceptual articles, conference proceedings. The articles 

which full filled the above-mentioned three criteria were scanned by the authors for 

additional studies that met the inclusion criteria for the review. In this stage, the 

duplicated articles were removed. Further, the articles were screened for relevance, 

primarily based on the title and abstract.  

 

Table 1. Search Result based on Year. 

Year Search Scopus Science 

Direct 

IEEE ACM 

2017 70 156 300 6 

2016 98 267 354 4 

2015 125 273 341 4 

2014 188 200 484 2 

2013 183 182 426 5 

2012 190 166 458 1 

2011 192 140 500 1 

2010 122 272 340 4 

 
Table 2. Search Result based on Keyword. 

 knowledge 

AND 

integration 

knowledge 

AND 

combination 

knowledge 

AND 

collaboration 

Scopus 7 13 35 

Science 

Direct 

90 56 130 

IEEE 2200 1745 1955 

ACM 3 3 6 

 

The selected papers were analyzed and synthesized before findings and results be 

discussed in the following section. This was followed by the quality assessment screening. 

The quality assessment was formulated to evaluate the completeness of papers and 

advantageous for data extraction [10]. These four questions (Q1-Q4) are presented in 

Table 3. Each question has only three answer options: Yes=1; Partially =0.5; and No=0. 

 

Table 3. Quality Assessment Criteria. 

No. Item Answer 

Q1 Is there a clear description of the aims and objectives of the 

investigation? 

Yes/No 

Q2 Is the paper explained the method of analysis pertinent and 

adequately? 

Yes/No/ 

Partially 

Q3 Is the paper supported by primary data? Yes/No 

Q4 Is the paper explained the model structure in detail? Yes/No/Partially 

 

 

2.3. Reporting Stage 

In reporting stage, the findings and results were discussed in section 3. 
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3. FINDING AND ANALYSIS 

A total of 259 references that are deemed relevant to this topic. In the next stage, the 

abstract and brief content of selected paper was evaluated. The 40 relevant papers were 

then filtered by applying the quality assessment criteria. In the very final round, only 11 

papers out of 40 papers (27.5%) were accepted for data synthesis of evidence after 

executing exclusion criteria. The summary of the quality assessment of the 11 papers 

(A1-A11) considered for this review as show in Table 4. 

 

Table 4. Quality Assessment Result. 

ID Q1 Q2 Q3 Q4 Total 

A1 1 0 0 1 2 

A2 1 1 1 1 4 

A3 1 0.5 0 1 2.5 

A4 1 0.5 0 1 2.5 

A5 1 1 1 1 4 

A6 1 1 1 1 4 

A7 1 1 1 1 4 

A8 1 1 1 0 3 

A9 1 1 1 1 4 

A10 1 1 1 1 4 

A11 1 1 1 1 4 

 

Table 5 exemplifies the filtering result of the quality assessment of all that paper that was 

classified as good and very good scores. Among the 11 selected papers, three papers has 

scored good quality in which consists of 27 percentage and eight papers scored a very 

good quality scoring with 73 percentages. 

 

Table 5. Quality Scores. 

Quality Scale Very poor 

(<1) 

Poor  

(1-<2) 

Good 

 (2-<3) 

Very good 

 (3-4) 

Total 

Number of studies 0 0 3 8 11 

Percentage (%) 0 0 27 73 100 

 

These 11 papers were investigated in the area of Knowledge Integration area is 

categorized in three types of research analysis includes conceptual, empirical and case 

study. Remarkably, there were seven publication of empirical studies published from the 

year 2011 until the year of 2017. Further, followed by three conceptual paper published 

from 2010-2012 and a case study in 2015. The KI publication trend is presented in 

Figure 2 and Figure 3. 

http://dx.doi.org/10.17993/3ctecno.2019.specialissue


Effecting factors of knowledge Integration through social media in small mèdium enterprises environment 

DOI: http://dx.doi.org/10.17993/3ctecno.2019.specialissue.08 

86 
 

 
Figure 2. Paper distribution by publication year. 
 

 

Figure 3. The frequency of research analysis. 
 

Figure 4 displays the KI studies based on domain specific. Nine papers (82%) are from 

various organizations only 1 paper (9%) from manufacturing sector and healthcare. 

Table 6 display the summary of the relationship of the influencing factors in KI. 

 

 

Figure 4. Domain specific studies. 
 
Table 6. Summary of the Relationship of the Influencing Factors in KI. 

ID Type of 

research 

Sample size Domain Source 

A1 Conceptual N/A Various 

organization 

[11] 

A2 Empirical 163 respondent consist 

manager, senior, CEO 

Various 

organization 

[12] 

 

A3 Conceptual ABC Co Ltd Various 

organization 

[13] 

 

A4 Conceptual Multi-vendor Various 

organization 

[14] 
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A5 Empirical 157 full time professional 

from variety industry 

Various 

organization 

[15] 

 

A6 Empirical 262 Chinese working 

professional 

Various 

organization 

[8] 

 

A7 Empirical 182 Taiwan Manufacturing 

Firm 

Manufacturing [16] 

 

A8 Case Study ABC Company Various 

organization 

[17] 

 

A9 Empirical 265 high technology firm Various 

organization 

[18] 

 

A10 Empirical 317 clinic staff Healthcare [19] 

 

A11 Empirical 114 worker from China Various 

organization 

[20] 

Grounded on prior research as mention in Table 6, number of 12 factors have been 

emerged as factors that influences the KI as illustrated in Table 7.  

 
Table 7. Influencing Factors of KI Studies. 

No Factors Articles 

1 Organizational Learning A2, A4 

2 Social Capital A6, A4 

3 Social network A5, A8,A1,A3 

4 IT Capability A2 

5 Media interactive A8 

6 Competitive industry A9 

7 Market turbulence A9 

8 Technology turbulence A9 

9 Knowledge integration mechanism A7, A9, A4 

10 Integrative  Capability A1 

11 Transactive Memory System A1, A5, A8, A3, A11 

12 
Teamwork A10 

Figure 5 presents the frequency of influencing factors of KI studies. KI factors comprises 

of Organizational Learning (2 papers), Social Capital (2 papers), Social Network (4 

papers), IT Capability (1 paper), Media Interactive (1 paper), Competitive Industry (1 

paper), Market Turbulence (1 paper), Technology Turbulence (1 paper), Knowledge 

Integration Mechanism (3 papers), integrative Capability (1 paper), Transactive Memory 

System (5 papers) and Teamwork (1 paper). Based on Table 5 and Figure 4, the detail 

of each factors will be discuss in the discussion section. 
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Figure 5. Frequency of influence factors of KI. 
 

4. DISCUSSION 

Based on prior research, there are 12 factors that are effecting of KI:  

 

4.1. Organizational Learning 

Organizational learning refers as an organization’s developing new thinking and creating 

new knowledge to enhance prevailing resources [21]. On the other hand, organizational 

learning as gaining knowledge, skill, value, belief in improving growth and developing 

the organization. Organizational learning have effect to KI to advance the organization 

performances [12, 14]. Thus, organizational learning is significant considered factor to 

improve SMEs performances. 

 

4.2 Social Capital 

Social capital refers as the networks of relationships among people who live and work in 

a particular society, enabling that society to function effectively. Social capital inheres in 

the relationships between actors within the social network [22]. The dimensions consist 

in social capital is structural [14] relational and cognitive [8]. Social capital is the 

significant effect to be considered for organization performances. 

 

4.3. Social Network 

The social network is the level of connectivity and access among individuals in 

organization to enable communication, dialogue and interaction between organizations 

to integrate knowledge [23]. Social network do has effect on the KI [11, 13, 15, and 17]. 

Social network have been developed and have been applied to knowledge processing. 

Thus, social network is substantial to be considered in knowledge integration. 

 

4.4. IT Capability 

IT capability refers as the ability to effectively manage the hardware and software that 

has different type and levels of knowledge [12]. IT capability allows user to communicate 

with each other, facilitate knowledge acquisition and integration, easily reach expert in 

specialized areas, and foster boundary straddling activities [24]. Thus, IT Capability is 

significant to consider in knowledge integration in SMEs. 

 

4.5. Media Interactive 

In other hand, by amending a form and the contents of it the user are able to create the 

mediating affect of the environment on the moment, in which define the media 

interactive. Media interactive include five crucial elements. The components are: (a) 

0
1
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amount of acceptable input, (b) the number and type of characters that are able to be 

applied changes, (c) the distance of ability to receive message; the capability to integrate, 

build, and reconfigure inner and outer knowledge to response to environmental 

change [28]. Media interactivity has an important role in social media. Prior research [17] 

has clearly found media interactivity to have a positive relationship to knowledge 

integration in the organization. 

 

4.6. Competitive Industry 
Competitive industry is the degree of competition that a firm faces in the respective 

industry [26]. Competitive industry has relationship to KI in organization [18].  

 

4.7. Market Turbulence 

Market turbulence is the rate at which customer composition and customer preferences 

change. Market turbulence has relationship to KI in the organization [18]. Although 

there are few studies on the relationship between market turbulence and KI has shown 

that market turbulence positively influences. Thus, market turbulence is significant 

consider effect to KI. 

 

4.8. Technology Turbulence 

Technology turbulence is the rate of change in technologies involved in the development 

of new product. In order to enhancing organization performance, an organization's 

willingness to explore new technologies for product or service innovation is likely to 

depend on the opportunities or threats arising from environmental changes Technology 

turbulence has a relationship to KI in the organization [18]. Although there are few 

studies on the relationship between technology turbulence and KI has shown that 

technology turbulence positively influences. Thus, technology turbulence is significant 

consider effect to knowledge. 

 

4.9. Knowledge Integration Mechanism (KIM) 

Knowledge Integration Mechanism (KIM) are structures and processes for integrating 

the different types of knowledge among the different functional unit in the organization 

[27].  KIM consist of three perspectives, namely systems and procedural mechanisms, 

interactive mechanisms and boundary-crossing mechanisms. Prior studies [14, 16, and 

18] suggested KIM has effect to KI in the organization performances and new product 

development.  

 

4.10. Integrative Capability 

Integrative capability refers to a firm’s ability to acquire, combine and deploy resources. 

Prior research on dynamic capabilities and combinative capabilities presents insight into 

the relationship between organization’s integrative capability and knowledge integration. 

Dynamic capability refers to an ability to integrate, build, and reconfigure internal and 

external knowledge to respond to environmental change [28]. Integrative capability, 

including ability to enter and gain external new knowledge. The capability to 

recognize internal knowledge are in position to achieve a total new positive relation to 

knowledge integration [17]. 

 

4.11. Transactive Memory System (TMS) 

Transactive Memory System (TMS) refers as cooperative division of labor for 

remembering, learning, and communicating relevant knowledge [29]. TMS is the 
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mechanisms that can help team’s member recognize other’s expertise. Team members 

can rely on each other’s expertise to complete a task based on specific domain. TMS 

consists of three construct which are specialization, credibility and coordination. TMS 

also has an important role in social media. TMS is posited to have positive relations to KI 

[12, 13, 15, 17, and 20]. Therefore, TMS is acknowledging as key factor of KI through 

social media. 

 

4.12. Teamwork 

The team are viewable as a knowledge integrating mechanisms, individual knowledge 

can be shared and mobilized in the team [30]. The empirical study has undoubtedly 

found that the effective teamwork are required in KI [19] in order to emergent process 

of rich exchanges and joint problem solving to integrate and apply knowledge and 

expertise to the task at hand in a coordinated manner [31]. 

 

5. CONCLUSION IN FUTURE WORK 

This study provided insight on influence factors of KI and social media, which important 

determinant of SMEs performances. A total ten relevant papers were thoroughly 

reviewed and analyze. The review process has identified and categorized the influenced 

factors of KI. There are twelve factors which have been identified to influence of KI. 

These factors includes: Organizational Learning, Social Capital, Social Network, IT 

Capability, Media Interactive, Competitive Industry, Market Turbulence, Technology 

Turbulence, Knowledge Integration Mechanism, integrative Capability, Transactive 

Memory System and Teamwork. The factors of KI and social media necessity to 

authenticate and validate through further research in order to gain better insights of the 

current research. 
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ABSTRACT 

Millimeter wave (mmWave) and massive multiple-input multiple-output 

communications (massive MIMO) have been adopted as the most important keys for the 

next generation (5G) wireless networks due to high spectrum availability and massive use 

of space diversity for high throughput communications. Massive MIMO must be 

implemented parallel with mmWave to overcome high path-loss issue in mmWave band 

by improving the antennas gain. Digital precoding in massive MIMO shows high 

performance at the cost of hardware complexity due to the requirement of huge number 

of radio frequency (RF) chains and analog-to-digital converters (ADCs). On the other 

hand, analog precoding has less complexity with limited performance as it supports only 

one data stream.  In compromise between these two, a hybrid precoding for multiuser 

massive MIMO (MU-massive MIMO) systems with low-complexity and reasonable 

performance becomes necessary for next generation networks. We propose an optimized 

hybrid precoding and combining scheme for fully connected structure. The design of 

combined analog and digital precoding for the mmWave MU-massive MIMO system 

becomes a non-convex problem. Therefore, we proposed a suboptimal design, where we 

split the transmitter and receiver hybrid precoding and decoding and adopt orthogonal 

matching pursuit algorithm for their design. The simulation results show that the 

performance of proposed hybrid precoding approaches the digital precoding in the term 

of total sum data rate as we increase number of RF chains and SNR. 

 

KEYWORDS 

Hybrid precoding, beamforming, MU-MIMO, Massive MIMO. 

 

1. INTRODUCTION 

Scarcity of spectrum has always been a problem in communication networks. Researchers 

always look adequate band for good propagation properties.  Unfortunately, the current 

spectrum does not fulfill the need of bandwidth greedy broadband communications. For 

future wireless system such as 5G, data rates for a user expected to increase explosively. 

Therefore, the researcher is working to move their attention to millimeter wave 

(mmWave) communications from microwave communications due to the availability of a 

huge amount of unused spectrum at mmWave. Communication at mmWave is targeting 

a speed in Gbits/s (data rates about 10 Gbits/s, which is more than current 4G 100 times) 

according to the IEEE 802.11and WiGig. However, operating at mmWave comes with 

the high signal attenuation and scattering limitations. To overcome the issue of signal 

attenuation many researchers have proposed a new small cell system like micro-cell, 

femto-cell and pico-cell. By the small cells, we can combine mmWave and MIMO system 

to perform 3D beamforming easily. Directional communication which requires transmit 

and receive antenna beamforming can improve signal-to-noise ratio (SNR) to the 

sufficient level in the mmWave bands. Implementation of the massive MIMO at mmWave 

for beamforming enables us to install hundreds or thousands of antennas at the base 

station and receiver, which increases SNR at the receiver, consequently, a significant 

increase in system capacity can be observed. With digital beamforming, multiple streams 

can be transmitted in parallel, however it requires large numbers of radio frequency (RF) 

chains and analog to digital converters (ADCs) which makes the digital beamforming 

more complex and costly in the term of power consumptions. While analog precoding 

has less complexity and can be implemented with the phase shifter that controls the 

phases of transmit signal, but it supports only one data stream with high SNR, resultantly 

the capacity cannot be increased significantly. However, combining of both the schemes 
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analog and digital precoding, enables us to get the advantages of the both.  Therefore, 

hybrid beamforming becomes a hot research issue [1].  

While designing precoding schemes for mmWave massive MIMO system, mostly 

researchers consider fully connected structure [2]. Many algorithms are used for 

different structures for hybrid precoding. Assuming perfect channel knowledge at the 

transmitter, a low-complexity iterative algorithm based on orthogonal matching persuit 

(OMP) is proposed in [3]. The hybrid technique provides a trade-off between the analog 

precoding that offers low-complexity with limited-performance and digital precoding 

having high–complexity with good-performance [4][5]. One of the most advantages of 

hybrid scheme is that it can deal with the less number of RF chains and more number of 

antennas [6]. In [7], the spares nature of the mmWave channel is studied. Following [6], 

the authors in [2] designed hybrid precoding algorithm based on alternative 

minimization and matrix decomposition.  In [8] system model investigates both fully 

connected structure (each antenna is connected to all RF chains) and partially connected 

structure. Based on spatially sparse channel, a hybrid precoding is proposed in [9] that 

solves the problem by spares approximation approach for achievable rate as the near-

optimal solution. A codebook based algorithm is proposed in [10] that involve an iterative 

search in predefined codebook to get the matrix of optimal hybrid precoding. 

In the existing research, the most works on hybrid beamforming are focusing on single 

user MIMO (SU-MIMO) systems and trying to reduce the RF chains without affecting 

the multi-data streams. It is found that, the number of RF chains are still more than data 

streams, which makes the hybrid beamforming hard to be implemented and costly in the 

term of the power consumption. In our work, we proposed a novel hybrid precoding 

where a group of antenna serves a group of users simultaneously as a result the required 

number of RF chain are reduced. We design hybrid precoding for multiuser massive 

MIMO (MU-massive MIMO) in mmWave system as follows: 

(i) First we design analog and digital decoder for each user. 

(ii) Use effective channel to calculate analog precoder, which is same for all the 

users. 

(iii) Adopt block diagonalization (BD) for mitigate the interference and intra-

interference between the users. 

(iv) By some available algorithms, we design analog RF precoder system. 

(v) Digital precoding designed by BD maximizes the total rate for multiuser 

massive MIMO system in downlink channel. 

(vi) Hybrid beamforming has been design by weighted sum mean Square error 

(WSMSE) for which is the inverse gain of its digital precoding. 

(vii)  Finally, we study the performance of both digital and proposed hybrid 

beamforming with different parameters like SNR, data streams and RF 

chains. 

The rest of the paper is organized as follows. Massive MIMO and mmWave 

communications are studied in detail in Section 2. System model and channel model are 

described in Section 3. The hybrid precoding design is explained in Section 4, while 

Section 5 narrates simulation results. Finally, the conclusions are made in Section 6. 
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2. MASSIVE MIMO AND MILLIMETER WAVE COMMUNICATIONS 

MIMO has become integral part of wireless standards as it can increase the reliability and 

throughput of the wireless communication systems [11] and one of the most important 

key for current 4G wireless systems. Initially, MIMO was designed for the single-user, 

therefore, SU-MIMO become the integral part of long-term evaluation and WiMAX [12]. 

Later it shifted from single-user to multi-user MIMO system [12] where base station can 

communicate with a group of users simultaneously with multiple antennas. To meet 

increasing data rates and traffic demand, currently, massive MIMO has become hot 

research issue where hundreds or thousands of antennas are installed at the base station 

to serve the group of users and minimize the interference. The mmWave band is 

emerged as most favorable band for massive MIMO. 

 

2.1. Benefits of MU- Massive MIMO 

MU-massive MIMO has attained a lot of attention for coming 5G wireless systems because 

of its high data rates for all the users and high reliability [13]. The multiple antennas that 

are installed at transmitter or receiver support multi signal paths to get large throughput. 

By adopting MU-massive MIMO technique the system capacity can be improved by 

factor of 10 and spectral efficiency by factor of 20 when the numbers of antennas installed 

at transmitter and receiver are about 256 [3]. Many more benefits can be achieved which 

are as follows: 

 

i. Energy efficiency (EE) in modern cellular communications have growing 

attention worldwide. New research approach relative to EE called green 

cellular system has driven the mobile operators to meet the requirements of 

clean environment, decrease the cost and find solutions to improve the EE for 

cellular mobiles [14]. 

ii. In MU-Massive MIMO, we can reduce the numbers of amplifiers that uses a 

huge energy by replacing the traditional power amplifiers by a hundreds of 

low-cost power amplifiers [13], [15]. 

iii. Massive MIMO has a huge overflow of degree of freedom. Suppose we have 

128 antennas that serve 28 users, then 100 degree of freedom remained 

unused [16].   

 

2.2 Estimation of Channel   

Channel state information (CSI) is important for improving the gain of multi-antenna in 

MIMO system. Therefore, CSI becomes more complicated for massive MIMO system 

because the huge numbers of antenna at base station. In addition, massive MIMO either 

applying FDD or TDD requires a large numbers of pilots. In the presence of large 

numbers of users, the reuse of same set of orthogonal pilots in the neighboring cells can 

result the pilot contamination in multi-cell system [17]. The pilot contamination limits 

the performance and decays the capacity of massive MIMO system. When the number of 

antennas are increased at base station, the SINR at receiver side will increase too. Because 

the number of antennas at base station are equal to the number of pilot contaminations, 

the data signals for all users decreased. To solve this problem, the SIC is applied to 

mitigate the interference between the pilot and data signals [18]. 
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2.3. Communications in Millimeter Waves  

Currently, all of the mobile system utilize spectrum in the range of 300MHz to 30 GHz. 

The advancement in electronic devices fabrication allows us to utilize the mmWave 

spectrum having large bandwidth for fifth generation (5G) wireless system networks. 

Therefore, the 5G wireless system must test the 30 to 300 GHz spectrum for the 

broadband communication system. However, the issues and challenges in the use of 

mmWave spectrum need to be addressed [19]. Availability of huge bandwidth in 

mmWave and provision of a hundreds and thousands of antennas at base station make 

mmWave and massive MIMO promising candidates for (5G) [1] [20]. 

The high-path loss due to penetration and atmospheric attenuation become the 

nightmare for the mmWave. Many researches have investigated it and advised to adopt 

small cell system networks such as femtocell, microcell to overcome the high-path loss 

[21]. One of the most suitable solutions to avoid the high atmospheric attenuation 

transported by mmWave is to utilize huge numbers of antennas to the base station. In 

past and current wireless systems omnidirectional antenna array are used. The 

deployment of massive set of narrow-beam directional antennas can steer the signal 

direct to the multiple users. There are a lot of antenna array techniques but the most two 

fundamental techniques are the beamforming and spatial multiplexing. In spatial 

multiplexing, multiple separately and independent encoded data streams can be 

transmitted by using multiple antenna elements and the receivers have ability to 

reconstructing the original signal effectively [13, 22-25]. Spatial multiplexing is more 

effective in two cases: 

i. When the path of prorogation is rich, it can support multiple data streams 

transmission. 

ii. At high channel SNR the strength of the original signal is not be affected when 

it splits in to multiple data streams. 

In beamforming approach, the base station adapts the weight of for each array of antenna 

elements to control the data streams direction [13]. In this way, the data stream targets 

the desired user and not interfere the others. Beamforming is suitable in the conditions 

bellow: 

i. When the SNR of the channel is low. 

ii. When the power of the channel is limited. 

iii. Beamforming is critical for mmWave to avoid the high-path loss due to the 

small wavelength. 

 

3. SYSTEM MODEL 

We consider downlink multiuser channel for hybrid and digital precoding, where one 

base station (BS) serves M  users in the cell. BS has 
tN
 transmit antennas and each user 

equipped with 
rN
 receive antennas. Number of streams ⁡for each user are limited by⁡ 

rN
.Total number of RF chains

rfN
 at transmitter and total number of streams M   

in the downlink are limited by
min( , )t rN M N

 and
min( , )rf rN M N

 respectively. The 

RF chains at receiver are assumed equal to receiver antennas.  The signal received at the 

thm  user is given by:  

http://dx.doi.org/10.17993/3ctecno.2019.specialissue


An optimized hybrid beamforming for millimeter wave mu-massive MIMO system 

DOI: http://dx.doi.org/10.17993/3ctecno.2019.specialissue.09 

98 
 

   


  
MM M

m m m m m m j j j j mj m
y H W F P d H W F P d n

             (1)  

Where 
mn

 is vector of i.i.d. 
 20 ,CN

 noise and mP
 power allocated to the 

thm  user. 

 

 

 

Figure 1. Proposed MU-Massive MIMO System. 
 

3.1. System Model for Digital Downlink Massive MIMO 

In digital downlink massive MIMO system, the BS uses precoding matrix 

1 2, ,.......,D D D
MW W W W 

 
  at the transmitter where 

tND
mW




 is the matrix for 

thm  

user. A linear matrix

rND
mG 


 may be used at the

thm  user to recover its symbols md
 

as:   

                 

( ) ( )
MD D H D H

m m m m m m m i i mi
d G H W d n G H W d n   

  (2) 

Where 

t rN NH
mH




 is the massive MIMO channel between the

thm receiver.  

 

3.2. System Model for Hybrid Downlink Massive MIMO  

Hybrid beamforming combines analog and digital precoders and decoders. If we expand 

the beamforming for multiuser massive MIMO, the estimated signal at 

thm user can 

written as:   

( )
MHy Hy H Hy

m m m m i i mi i
d G R H FW d n 

        (1) 

Where

rfNHy
mW




,

t rfN N

mF



  

r rN N
mR 


 and 

rNHy
mG 


 𝐚𝐫𝐞 the matrices of 

baseband and analog precoding, and analog and digital decoding respectively. Every 

element of
/m mF R

 got a constant modulus. For simplicity, we denote

Hy
mW

and 

Hy
mG

as mW

and mG
for further derivations.  If we denote

H
m m m m m mA G R H F W

 (Combining 

precoding and decoding of both digital and analog), then the received SNR at

thm user is: 

2

, 22 2

( , )

( , ) ( , )




 



  

m m
m t

M j
m m m ji u j m

A t t P

A t t Q A A t t P
             (2) 
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3.3. Channel Model 

There are high free-space path losses in mmWave propagation environment that must 

be characterized by an appropriate channel model. We adopt cluster channel, described 

in [11]. This model performs the mmWave channel matrix as: 

 

      1 1

cl ray
HN N r r t tt r

il r il il t il ili l
cl ray

N N
H a a

N N
    

 
      (5)

    

Where clN   is the numbers of clusters, rayN  the numbers of rays for each cluster and 

the gain of 
thl  ⁡ray in the 

thi   prorogation channel is representing by il ⁡. 

4. PROBLEM FORMULATION AND HYBRID PRECODING DESIGN 

We want maximize the total sumrate of the system, which is given as: 

 

,arg max log 1
m m m m

M

W F R G m tm t u



 

 

s.t.
M

m mm
W F M

                                        (6) 

The above problem is non-convex and it is difficult to obtain its optimal solution. 

Therefore, we propose to solve an approximation of (6) in order to find near-optimal 

solution that can be practically implemented. First, we fix analog precoder and define 

effective channel matrix 

                                   

M
eff m mH H F

                                            (7) 

We take SVD of effective channel for digital precoder and decoder design. 

*
eff eff eff effH U A V

                      (8) 

                                 
m effW V

    and 

*
m effF U

                 (9) 

We design the hybrid precoding in two steps, starting with analog and digital decoders 

and then analog and digital precoder by the help of orthogonal algorithm. As we can 

note from equation (3) the matrices of hybrid are more constrained than the matrices of 

digital beamforming, which means digital beamforming achieves the best performance. 

Due to the advantages of block diagonalization, we employ the

D
md

as the received 

reference signal. We set the characteristics of proposed hybrid beamforming by finding 

the Euclidian distance between the received signal for digital and hybrid beamforming.  

It can be acquired by estimating the mean square error between the

D
md

 and

Hy
md

that is 

given by [1]: 

  
 

   
  

H
D Hy D Hy

m m m m md d d d
          (10) 

 

We use the block diagonalization digital beamforming for total sum rate maximization of 

multiuser massive of downlink channel. The block diagonalization uses three basic steps 

as follows:  

  i- Firstly, it eliminates the interference of other users 

 ii- Secondly it cancels the self-interference for each desired user. 
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iii- It optimizes the power of each symbol for maximizing the total sum rate. 

For better clarification of the above steps we can define these as follows: 

                           
 1 2 1 1

ˆ , ,...... , ,...m m m MH H H H H H 
                

 0
ˆ H

h m mV null H
             (11) 

0
ˆ ˆH H

m m h m mh m hmX H V U Z V
  (12) 

 

 Where 0
tN

h mV



  is the first factor of   of 

 ˆ H
mnull H

,  

ˆ rN
mhU 


, 

ˆH
hmV 

  are 

unitary matrices and mZ
 is the diagonal matrix of size . As we mention above the BD 

beamforming algorithm can be carry out by putting mW
 and mG

 of (2) as 

0 h 0
ˆH

m h m m mW V V Q
 and 

ˆ
m hmG U

, the mQ
 is denoted the matrix of  power allocation for 

each user. Therefore, the relation between the input-output in (2), can be rewritten as:  

ˆ ˆˆ ˆD H D H
m m m m mh m mi mi m mhi mmi

d Z Q d U n d z q d u n    
           (13) 

Where the

ˆD
mid

 denoted the elements of

ˆD
md

 and the diagonal element is represented by 

 mi miz q
of

m mZ Q
 and finally, the

ˆH
mhiu

  denoted the row of

ˆ H
mhU

. 

The final steps of BD can be performed by solving the total sum rate maximization as: 

2

2 21 1
max( ) log 1

M mi mi
mi m i

z q
q

 

 
   

 
 

 

max1 1
s.t.

 
 

M

mim i
q P

     (3) 

     

The elements of maximum power at transmitter
maxP

 is represented by the miq
. The aim 

is to solve this problem by utilize some simple algorithms such as water filling algorithm 

to reach the close-optimal solution.  

Form the above equations we can recognize that, the BD beamforming
mm m mR Z Q

  

and
0,miR m i  

.  Therefore, the
m

in (10) can be written as: 

         

   

     2

1,

ˆ ˆˆ ˆ

ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ

H
H H H H H H

m m m m m m m m m m m m m m m

H HM H H H H H H H H H H
m m m m i m m m m m m m hm m m hmi i m

G R H F W Z Q G R H F W Z Q

G R H F W G R H F W G R U G R U




 

    

  
                                                                                                                                               

(4) 

Now we have to design analog precoder
mF

, digital precoder

ˆ
mW

 and analog decoder
mR

. The gap between digital and hybrid beamforming is constant for all the symbols. We 

use WSMSE algorithm to optimize the main objective function i.e. the

thi
 symbol weight 

of the

thm  user is set to

2

1

mi miz q
, and the equation can be mathematically solved as: 

     
1

1ˆ
min  




m m m

M

m m m m m mmF W R
tr z Q z Q
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      s.t.       
  max1

ˆ ˆM H H
m m m mm

tr F W W F Q



 

                    
   

2 2

, ,,m i j m i jF M R M 
  (16)   

The
  max1

ˆ ˆM H H
m m m mm

tr F W W F Q



 is introduced to make the same total power for hybrid 

and digital beamforming. We further optimize the problem in two steps: 

i. First optimize the receiving matrix (digital decoder) and analog decoder   for 

each user. 

ii. Then optimized analog and digital precoders for fixed analog and digital 

decoders. 

 

4.1. First Step  

In the first step, we optimized jointly analog
mR

 and digital mG
 decoders for 

thm  user, 

we written it as: 

2 2
min , . . 1 

m m

m m hm m
FW F

W F U s t F

        (5) 

As we observed that mW
 and

mF
  are joint function. Therefore, the constraint of the 

objective function is non-convex and optimal solution of objective function is difficult to 

find. To solve function in (17) we set the variable of
m mF  f

 where the 

 T
m m mF null F 

 
f

and rewrite the (17) as: 

 
2

0
min , . . 

m

H
m m hm m m rf

G F
R G U s t diag R R N

        (6)                                                           

 

But even after some mathematical manipulation the non-convex problem is still the same. 

The better solution to overcome non-convex problem is to use the orthogonal matching 

pursuit algorithm as given below:  
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Algorithm I. Orthogonal algorithm to solve the (18) 

Initialization: set
[]mR 

,
mR hmR U

.  

For 
1: rfi N

  do 

     

H
m mRR R 

    

        

  argmax Hi diag
                   

 :,m m iR R R 
 

 

  
 

1
H H

m m mR m hmG R R R U



              

      






hm m m
mR

hm m m
F

U R G
R

U R G
           

end for 

  

4.2. Second Step 

For a given mG
 and mR

 in (18), the problem can be reformulated as: 

                                     

2

ˆmax
m m

H H
m m m m mF W F

G R H F W I
 ,        

                                             
  maxs.t. H

m m mtr F W W P
 

                                                 
 

2

, 1i jF 
           (7)  

We can notice form (15) that the correlation of analog precoder is much high with right 

singular value of

H
mH

. It is assumed that each column of analog precoder
mF

 𝐅𝐦 is derived 

from one of the column of
mf

, where

  t tN NT
m m mF null F

  
 

f
  with normalized entries. 

Hence the modulus value of analog precoder 
mf

 is set to 1. By setting
m mF  f

  and 

applying the same technique as step1, the problem (19) can be rearrange as  

 
2

max
m

H

m m m m mF
F

R H G F W I

 

  maxs.t. H H
m m m mtr F W W F P

 

H
m m rfdiagW W N

    (20) 

Therefore, the solution to this problem can be found using the orthogonal algorithm as 

used for (18) in step 1, as follows:  
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Algorithm II. Orthogonal matching for solving (20) 

Initialization: set
 mF 

,

 
H

m m m m mF H R G F
  and

mRF I
  

For

1: rfi N
 do 

H
m mRF F 

 

  max Hi diag 
 

 :,
 
 m m m iF F F

 

 ˆ 
H

m m m m mF H R G F
 

 
1

ˆ ˆ ˆ ˆ


 H H
m m m mW F F F

 

ˆ ˆ

ˆ ˆ






m m
mR

m m
F

I W F
F

I W F
 

𝐞𝐧𝐝⁡𝐟𝐨𝐫. 

max

ˆ

ˆ
m

m

m m
F

W
W P

F W


 

 

It is mentioned that the step 1 and step 2 both use fix the power at transmitter side. 

 

5. SIMULATION RESULTS 

MIMO This section presents the simulation results. We use,
128tN 

,
32rN 

, where is

tN
 is the number of antenna at BS and

rN
is the number of antennas at each user’s 

equipment. The number of users are 4M  , antenna spacing 0.5d  , the number of 

paths are 16L  . The

2
avP

SNR



 is dominated by 

2
 where

maxav

P
P

 and the total 

power is limited by max P M
. The channel parameters

 0.2347 0.2322 0.0301 0.5271 
 and (𝛉𝐭,𝐦(𝐢) 𝛉𝐫,𝐦(𝐢)) are selected randomly from 

uniform distribution in [0, 2𝛑]. Then the computed sum total rate is given as

1 1 
 

M

t mim i
R R

, which means the sum total rate for each symbol is computed by

 10log 1mi miR  
 , where

miR
 is the achieved SINR of 

thm  user 

thi
stream. Each plot is 

generated by 1000 iterations, 
M . 

 
5.1. Compression between Hybrid and Digital Beamforming  

In this part, we compare the performance of hybrid beamforming with the digital 

beamforming. For simulation, we set the data streams  to 12 and the number of radio 

frequency chains
rfN

  to 16. The achievable rates for the digital and hybrid beamforming 

are shown in Figure 2 It can be observed that hybrid beamforming performance 
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approaches the digital beamformig performance from low to medium SNR region. In 

addition, it can be seen the small gap performance may occur at high SNR region. 

 

 

Figure 2. Digital and Hybrid Beamforming Compression. 

 

5.2. Joint Effects of   and 
rfN

  On Hybrid and Digital Beamforming 

In this section we study the joint effect of data streams and radio frequency chains
rfN

 

on both hybrid and digital beamforming performance. We set SNR=5 dB. Figure 3 

shows the performance comparison of both schemes. It can be noted that by increasing 

the data streams , the achievable sum rate of hybrid and digital beamforming will also 

increase. The data streams are limited by the constant of maximum power maxP M
. By 

decreasing the data streams, the performance gap between digital and hybrid can be 

bridged. If we limit the number of radio frequency chain
rfN

  and the analog to digital 

converters (ADCs), the performance gab between both schemes digital and hybrid will 

decrease by reducing the number of streams .   

 

Figure 3. Joint Effects Of  and rfN  On Digital and Hybrid Beamforming. 
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5.3. Effect of
rfN

  on hybrid beamforming 

In this part, the performance of the hybrid beamforming is examined by varying the 

number of RF chains. Figure 4 presents of hybrid algorithm for deferent setting of

8 : 20rfN 
, at SNR = 5dB and 8 . We can see that by increasing the number of RF 

chains and ADCs, the performance of the hybrid algorithm can be improved significantly 

and the gap between the two schemes becomes small and almost constant when the 

number of RF chains are more than the twice of the data streams.  

 

Figure 4. Effect of rfN  on the Hybrid Beamforming. 

 

6. CONCLUSION 

We have designed a hybrid beamforming scheme for downlink MU-massive MIMO 

system. Hybrid scheme is indirectly designed by using WSMSE to maximize the total 

sumrate, whereas conventional block diagonalization is used for digital beamforming. We 

examine the relation between two by considering different parameters such as SNR, 

number of data symbols and the number of RF chains and ADCs. From the result we 

conclude that the performance gap between hybrid and digital beamforming can be 

bridged by decreasing the number of data streams for a given number of ADCs and RF 

chains. On the other hand, when the number of data streams are fixed, an increase in 

RF chains and ADC increases the total sum rate of hybrid scheme that we expect. The 

hybrid beamforming reaches the same performance of digital beamforming when SNR 

reaches from the low to the high region. 
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ABSTRACT 

In recent years, social media has been accepted as a practice of e-government services 

across the world. Unlike static government websites, social media is an interactive 

communication platform that helps government organizations to improve their 

relationship with citizens through participation and engagement. However potential 

values of social media cannot be displayed without addressing citizen’s acceptance and 

their trust to participate in government social media services. Majority of previous studies 

on the relationship of trust between government and public are conducted on static 

government websites using general technological characteristics. This paper provides a 

comprehensive literature review of the relevant articles to explore multiple antecedents 

or factors of citizen’s trust with a major consideration in using social media as a 

technology platform for e-government services. A model is proposed that identifies 

individual characteristics, government factors, risk factors and social media 

characteristics as multiple antecedents of citizen’s trust in government social media 

services. 

 

KEYWORDS 

Antecedents of trust; e-government; government social media; citizen’s trust, factors. 

 

1. INTRODUCTION 

E-government is the employment of information and communication technologies 

(ICTs) by government to provide services to citizens, business partners and different 

government offices [1]. The goal of e-government is to enrich government online services 

and their quality of interactions with citizens and businesses partners through good 

quality services and systems. According to Khan [2] investment in e-government, also 

known as Government 1.0, has enabled government organizations to be more 

transparent, effective, and efficient than early traditional service delivery mechanisms. 

 

In recent years the development of e-government services has migrated from static 

websites to social media, which is considered as part of Web 2.0 platform [3]. As stated by 

Hao, Zheng and Zeng [4], the benefits of social media are not limited only to individuals 

and private sectors organizations. Social media also provides unique opportunities for 

government organizations to make effective use of it to provide services to citizen’s as per 

their desire and needs. Government organizations in different countries have started 

using social media to build closer ties with citizens and increase their participation in 

government services [5, 6]. The statistics show that the usage of social media by 

governments across the world is increasing rapidly with the number more than three 

times from 2010 to 2012 and with another 50 per cent rise in 2014 [7]. Social media is 

regarded as an influential tool to activate citizen-government engagement. It facilitates 

online communication and relationship building between government and citizens 

through information sharing and non-discriminative participation [8]. Social media has 

the capability to increase legitimacy of government organizations through 

communication and coordination between multiple stakeholders. Government 

organizations can integrate the information obtained from citizens into policy making 

and thus increase transparency through information sharing and collaboration with 

public to reach solutions for government problems. The citizens at the same time can get 

the opportunity to communicate and express their opinions on government policies and 

quality of services in real time environment [6]. The government use of social media is 

supported to strengthen citizen’s interactivity [9], increase government transparency [10] 
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and perception of trustworthiness [11]. However, the efforts of governments and the 

potential value of government social media services cannot be displayed without 

addressing citizens willingness and their trust to participate in these services [4, 8].  

Several studies have been conducted to investigate the relationship of trust between 

people and government [1, 12]. Bélanger and Carter [13] identified trust as a significant 

predictor of citizen’s intention to use an e-government service. Similarly, Abu-Shanab 

[14], mentioned that the gate to e- government adoption is trust. This was supported by 

Chen, Jubilado, Capistrano and Yen [15] by highlighting trust as an essential 

determinants for e-government adoption. Though previous studies have reflected trust 

as the most significant dimension to influence citizens behavior towards e-government 

adoption. However, majority of those studies are limited on e-government websites using 

internet as a technology to provide e-government services. In addition, majority of them 

have addressed partial issues with limited consideration only about trust in internet and 

trust in government. Very little attention has been paid on citizen’s trust perspective in 

online government services [12]. On the contrary there is very little research on using 

social media as a technology in government organizations[4]. Despite of increased 

popularity in using social media by governments across the world, its acceptance among 

citizen’s is still a serious issue and has not gained much attention in previous studies [16]. 

Prior studies have identified trust as a significant factor in using social media or social 

networking sites at user level [17] and firm level [18] but have failed to cover multiple 

perspective of citizen’s trust in context of using government social media services. Some 

studies have also investigated the relationship of social media with interactivity [4], 

participation [4] and to increase citizen’s trust on institutions and their services [5, 9]. 

However, the major contributors or factors of citizen’s trust to participate in government 

social media services are still unexplored.  

 

 

Trust is a major concern that develops citizens acceptance to participate with government 

and use its online services [19, 20]. Al-Khouri [21] mentioned about the need to develop 

citizen’s trust if their acceptance and participation in e-government services are to be 

promoted. Therefore, this can be argued that citizen’s trust on government social media 

services must be developed a way before they start using these services. It is important to 

explore the major contributors to develop citizen’s trust to gain an understanding about 

their behavior towards government social media services. The objective of this paper is 

to identify those factors, which can influence citizen’s trust to participate in government 

social media services. This paper contributes in literature by exploring antecedents of 

citizen’s trust from multiple dimensions with a major focus in using social media as a 

technology for electronic government services. The identified factors are categorized, 

and an integrated model is proposed to provide a comprehensive understanding of 

different trust dimensions. The findings of this paper can help government organizations 

to better understand citizen’s needs and design their policies accordingly to increase 

citizen’s trust and participation in government social media services. 

 

2. METHODOLOGY 

A literature review was conducted on citizen’s trust perspectives and their participation 

in e-government and social networking services. The search was carried out through 

seven electronic databases: that are ACM, Science Direct, IEEE, Scopus, Springer link, 

Taylors and Francis and Google Scholar. These databases were chosen as they provide 
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the most important and high impact full-text journals and conference proceedings, 

covering the fields of e-government, social media, social networking sites and 

government social media services. The Keywords were chosen in respect of factors 

Influencing Citizens Trust which include: “Trust”, “Citizens Trust”, “E government”, 

“Factors”, “Government social media”, “social networking services”. The resulted articles 

were thoroughly analyzed to extract most relevant articles meeting the research needs of 

this paper to identify antecedents of trust in government social media. Initially 291 

articles were identified through database searches. The duplicate studies, short papers 

and the articles related with e-government or social media implementation, challenges, 

strategies and showing government organizations perspective were not included in this 

paper. Thus, 32 articles were selected which were more relevant about trust factors 

influencing citizen’s behavior. In addition, reference lists of selected articles were scanned 

to identify any further relevant articles that were not found in the initial search. As a 

result, total number of 36 articles were found relevant to identify trust factors in context 

of government social media services. 

 

3. THEORETICAL FOUNDATION AND RELATED STUDIES ON ANTECEDENTS 

OF TRUST 

The field of Information systems and Technology has always attracted researchers’ 

interest to investigate the theories and models that have the power in predicting and 

explaining behavior. To provide a solid theoretical basis for selecting influential trust 

factors in government social media services, this paper integrates two important streams 

of literature. First is the Technology acceptance model (TAM) [22], which is an 

adaptation of Theory of reasoned action (TRA) [23] and secondly, the literature on 

multiple dimensions of citizen’s trust [12-14, 24].  

 

TAM is one of the most popular research model that was developed to predict behaviour 

in IT usage [3]. TAM seeks to conceptually understand and explain an individual’s 

intention about IT system usage, based on two perceptions. The first is the user’s 

perception regarding whether it will help his or her performance of relevant tasks. This 

is referred to as perceived usefulness (PU). The second perception is the user’s 

perception regarding the effort required to use a system. This is referred to as perceived 

ease of use (PEOU). Both these perceptions about the technology are said to shape the 

intention to use, which in turn shapes the actual use of the technology.  The value of 

TAM in context of e-government [12, 25] and social networks [3] has been consistently 

important. TAM is considered as most successful adoption model as per the number of 

studies on online behavior relying on TAM and its high explanatory power [26]. TAM as 

a standalone model might not sufficiently explain the intention and use of the technology 

but has the flexibility to be extended and adapted to different features by integrating 

additional constructs from other models and cognitive studies [26]. TAM is considered 

as one of the best frameworks to understand technology adoptions and this can be 

extended or adapted easily to different features in many diverse situations [26]. The 

connections between trust and TAM has been discussed in previous literature showing a 

significant relationship of PEOU (perceived ease of use) and PU (perceived usefulness) 

with trust in different contexts of online environments [27]. This paper contributes to 

integrate antecedents of trust with TAM in context of government social media services 

which is a new practice of e-government services. This paper will determine how multiple 

dimensions of citizen’s trust integrated with TAM can affect citizen’s intention to 

participate in government social media services. 
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Trust refers to the willingness of one party to become vulnerable to others based on their 

characteristics [28, 29]. Trust has been studied in various disciplines including 

psychology, sociology, computer science, business and organizational sciences. In each 

field Trust, has been interpreted differently, which causes complexity in defining trust. 

Because of its multidimensional nature trust has attracted attention from multiple 

perspectives and thus there are various definitions of trust in literature [24]. The 

literature shows that majority of previous studies have viewed technology and 

government factors as important antecedents of trust in using online government 

services [30-32]. For instance, Wang and Lu [32] stated that trust in government and 

trust in internet are main factors that determine citizen trust on e-government. This was 

supported by Chen, et al. [15] in their study by identifying trust in technology and trust 

in government as essential factors influencing trust in e-government websites. There are 

very few studies that have addressed multiple perspectives of citizen’s trust in using 

government services [12, 14]. One of the study was conducted by Beldad, Geest, Jong 

and Steehouder [33] who categorized trust in online environment into three dimensions: 

which are Internet user based, Organization based and Web based determinants of trust 

in online environment. In a recent article Alzahrani, et al. [12] carried out a systematic 

literature review on citizens trust aspects and categorized them as technology factors, 

government factors, risk factors and citizen’s characteristics. Beside technological and 

government factors they highlighted the consideration of risk related factors and 

psychological aspects of individuals in determining their trust towards e-government 

services. However, their study was limited on e-government websites considering general 

technological characteristics.  

 

The context of this paper is on government social media services with a focus on social 

media characteristics instead of focusing on technology characteristics in general. In this 

study, social media is being used as a technology platform to provide government 

services, contrary to the previous studies where Internet was used as a tool to provide 

services from static government websites [12, 14, 15]. Based on the study of Alzahrani, et 

al. [12] the trust factors are categorized in to multiple dimensions which are individual 

characteristics, government factors, risk factors and social media characteristics. These 

factors are discussed and a summary is presented in this section: 

 

3.1. Individual characteristics 

The citizen’s aspects (trustor) and their beliefs regarding other party influence trust [12, 

33]. Many researchers have highlighted propensity or disposition of trust as an important 

contributors towards trust in e-government [11-13, 34]. Colquitt, Scott and LePine [35] 

stated that disposition to trust is a personality-based trust which plays a key role in 

shaping trust even in the presence of trustworthiness information. Disposition of trust 

refers the general tendency to trust others. It represents the willingness of individuals to 

engage in a trusting relationship with others based on their own beliefs. This factor differs 

among individuals based on their personality, experiences and cultural values [36]. The 

importance of disposition to trust was also validated by Colesca [24] in context of citizens 

trust in e-government services. According to Bélanger and Carter [13], some people tend 

to trust on other things or online entities even without having much information about 

them, whereas some require great deal on information to place their trust on any target. 

So, high level of disposition of trust increases trust and low level of disposition to trust 
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decreases trust. This is especially important in initial phases of building relationships [13]. 

Using social media services in government organizations is still in its infancy, thus 

disposition of trust can have some impact on citizen’s trust on these services. Hence this 

paper also considers disposition to trust as a significant factor in context of using 

government social media services.  

 

3.2. Government factors 

Citizen-Government relationship plays a central role in forming trust towards adoption 

of government services [37]. Many researchers agree that trust in government and its 

institutions is a very significant dimension leading to the successful adoption of 

government services [12, 19, 38]. Previous literature has interpreted trust in three sub 

dimensions: Ability, integrity and benevolence. Ability refers to the skills and 

competencies of government organizations to influence different stakeholders within 

some domain. Benevolence represents the extent to which a trustee (government 

organizations) was to do good for the trustor (citizens) apart from any motive of benefits 

or profits. Integrity represents the extent to which citizens believe that government 

organizations  will adhere to a set of rules or principles which may include their 

truthfulness, promise fulfilment and justice [35]. Gefen, Karahanna and Straub [39] 

stated that these beliefs can generate trust in individuals in which they do not feel 

vulnerable toward risk in online environment with government organizations. Similarly, 

Scherer and Wimmer [34] and Bélanger and Carter [13] also mentioned Ability, 

Benevolence and Integrity as significant factors of perceived trustworthiness. Thus, 

based on the above discussion these government factors should directly affect citizen’s 

trust in using government social media services. 

 

3.3. Risk factors 

Risk may be described as a fear of losing personal information and fear of being 

monitored on the Internet [38]. A strong correlation between risk and trust has been 

identified in previous studies of trust relationship on online government and social 

networking services [12]. Two important technological risks have been found more 

important in context of online services which are security and privacy [12]. Privacy risk 

relates to the loss of control over personal information whereas, security is related with 

unauthorized access to individual’s personal data is using government social media 

services. Ayyash, Ahmad and Singh [40] indicated the positive influence of both security 

and privacy in context of e-government services. Similarly, Ranaweera [25] also found a 

positive relationship between perceived security and perceived privacy on citizens trust 

in e-government services. This means that the more users perceived their security and 

privacy in using government social media services, the more they tend to trust in using 

these services. Using social media for government services is a new phenomenon and 

citizens might feel concerns in using this technology to use government services. 

Therefore, this paper also considers these technological risks, which are security and 

privacy as an antecedent of trust in using government social media services.  

 

3.4. Social media characteristics 

Social media is used as a technology platform in context of government social media 

services. According to Beldad, et al. [33] characteristics of any technology influence 

citizens trust in using that technology. Similarly, Park, et al. [8] mentioned that citizen’s 

trust towards the government can increase if the government understands the 

characteristics of social media and then utilize them appropriately. Therefore, it’s 
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important to identify those technological characteristics which may influence citizens 

trust in using government social media services. 

 

Structural assurance leads to Institution based trust [28], which ensures that there is 

existing support (legal, contractual or physical) to use a technology. This relates positively 

in generating trust towards any specific technology. According to McKnight, et al. [29] 

structural assurance reflects that account and privacy settings and policies are designed 

and in place in the technology to keep user’s information safe. Structural assurance 

promotes confidence because users believe that there are policies and mechanism in place 

to keep their critical information safe from unauthorized access. This helps in addressing 

user’s concerns regarding protection form uncertainties in using a technology [29]. The 

importance of structural assurance and its relationship with trust has been validated in 

different domain of online services [29, 39]. In context of government social media, 

government organizations post a lot of information about their services and other 

activities so there might be a need of structural assurance to attract a good number of 

citizens to participate.  

 

Previous research has indicated that information quality has a significant impact on 

citizens trust. For instance, Lee and Lei [41] stated that citizen’s perception about 

usefulness of e-government service is related in terms to access their required 

information more effectively than traditional ways. Similarly, authors like Nicolaou and 

McKnight [42], Park, et al. [8] and Weerakkody, Irani, Lee, Hindi and Osman [43] stated 

good quality information as a significant antecedent to generate trust. The results of 

previous studies have found that if the e-government website provides accurate and 

timely information, users tend to use that technology for government services. According 

to Ayyash, et al. [40], a good information quality information (timely, up to date, 

comprehensive, relevant) will develop citizens trust to use e-government services. There 

are variety of information on social networking services generated by multiple users. 

Thus, it can be argued that reliable, relevant and timely information can affect citizen’s 

trust and can be considered as antecedents of trust in government social media services.  

Perceived ease of use and perceived usefulness are two main constructs in the 

Technology acceptance model (TAM). In this study perceived ease of use is described as 

the degree to which citizen’s feel that using government social media services is easy to 

use and free from efforts. Perceived usefulness in this study represents the degree to 

which citizen’s believe that using government social media services is better and more 

effective than traditional ways or using static e-government websites for getting 

government information and services [44]. Davis [22] stated that both of these 

perceptions shape the intention to use, which in turn shapes the actual use of the 

technology. Previous studies have found a positive relationship of perceived ease of use 

and perceived usefulness towards citizens trust [26, 40]. For instance, Hassanein and 

Head [44] identified perceived ease of use and perceived usefulness as important 

determinants of online trust. Similarly, Alsaghier and Hussain [23]  also validated a 

positive relationship of perceived ease of use and perceived usefulness with trust in e-

government websites. This paper also considers both perceived ease of use and perceived 

usefulness as antecedents of citizens trust in context of using government social media 

services. In addition, based on previous studies using TAM, this paper also considers a 

direct effect of both components (perceived ease of use and perceived usefulness) with 

citizens intention to participate in context of government social media services. 
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Based on the above discussion, this paper identifies Individual characteristics, 

government factors, perceived risk and social media characteristics as antecedents of trust 

in government social media services. The findings illustrated from above discussion are 

summarized in Table 1. 

 

Table 1. Factors influencing citizen’s trust in government social media services. 

Antecedents of Trust Constructs Sources 

Individual characteristics Disposition to Trust 
[13, 23, 24, 35, 36, 

39] 

Government factors 

Ability [29, 35, 45, 46] 

Benevolence [29, 35, 45, 46] 

Integrity [29, 35, 45, 46] 

Risk factors 

Security risk [14, 25, 40, 47] 

Privacy risk [14, 25, 40, 47] 

Social media 

characteristics 

Information quality [14, 25, 40, 43] 

Structural assurances [29, 39, 48] 

Perceived Ease of Use [23, 26, 39, 40, 44] 

Perceived Usefulness [23, 40, 44] 

 

4. PROPOSED RESEARCH MODEL 

An integrated model has been developed based on the relevant literature about trust 

factors in e-government adoption, social networking sites and related studies about 

government social media services. The model illustrated in Figure 1 provides a holistic 

view of citizen’s trust factors in government social media services from multiple 

dimensions. These are Individual characteristics, Government factors, Risk factors and 

Social media characteristics, identified as antecedents of trust in government social 

media. Both TAM constructs i.e. Perceived ease of use and Perceived usefulness directly 

influence trust in government social media services and are directly related towards 

Intention to participate in these services. Furthermore, this study also contributes to 

examine the influence of trust on citizen’s intention to participate in government social 

media services. The literature has illustrated a positive connection between trust and 

citizens intention to adopt a technology. The findings from the study of Alsaghier and 

Hussain [23] show a significant positive effect of trust in e- government service on citizen’s 

intention to use these services. Similarly, the study conducted by Abu-Shanab [14] also 

found a significant relationship of trust on citizen’s intention to adopt e-government 

services. Moreover, Scherer and Wimmer [34] claimed that social trust in e-participation 

positively affects citizen’s usage intention. They argued that citizens are more likely to 

engage in e-participation activities if they trust their governments to take their opinions 

into consideration. The lack of trust will discourage their level of e-participation. 

Furthermore, Alharbi, et al. [30] also found that trust in government, internet and social 

trust factors had a significant effect on Saudi citizens’ intention to engage in e-

participation on e-government websites. Based on the above discussion this can be 

argued that developing trust is an essential requirement to shape citizens behaviour is 

using e-government services. Therefore, this paper presents trust as a significant 

predictor towards citizen’s intentions to participate in government social media services. 
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Figure 1.  Antecedents of Trust in government social media services. 
 

5. CONCLUSIONS, CONTRIBUTIONS AND LIMITATION 

Government social media has been accepted as a practice of e-government services across 

the world. While majority of prior research was conducted on e-government websites 

with limited focus only on technology and government factors, this paper contributes to 

explore the factors influencing citizen’s trust in government social media from multiple 

dimensions. This paper identifies four factors that are citizen’s characteristics, 

government factors, risk factors and social media characteristics, as antecedents of 

citizen’s trust in government social media. This paper further presents the impact of 

citizens trust towards their intention to participate in government social media services. 

The antecedents of citizen’s trust in government social media services must be 

investigated to enable government organizations to enhance their abilities to devise 

policies and strategies based on citizen’s needs and their willingness to participate in 

government social media services. This paper aims to contribute at both a theoretical and 

empirical level towards an improved understanding of using social media in the 

government context. The antecedents in the proposed model are derived from previous 

empirical evidences and theories. This makes the proposed model more reliable and 

viable that creates a basis upon which studies may be conducted to identify citizen’s trust 

factors with different samples of different nations for making assessment and 

comparisons from the collected data. 

 

There are some limitations in this paper. The first limitation of this paper is its restriction 

to focus only on citizen’s trust perspective towards government social media services. This 

paper does not cover government organizations, policy maker’s perspective regarding 
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their social media plans, strategies or any other associated challenges in social media 

implementation and maintenance issues. In addition, the relationships between various 

trust antecedents with each other is also not covered in this study. 
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ABSTRACT 

We present a comparison between the two high data rate next generation passive optical 

network (NG-PON 2) which are feasible to fulfill the future demand for bandwidth 

hungry applications that exceeds beyond 10Gbps. This paper summarizes the best 

suitable network for future bandwidth hungry applications by simulating both networks 

through optisys simulated software considering standard values and recommendations 

for NG-PON 2. Both networks support 40Gbps with Differential Quadrature Phase Shift 

Keying (DQPSK) while at upstream one network supports 10Gbps with On Off Keying 

(OOK) and other support Inverted return to zero (IRZ) with 10Km fiber span. 

Comparison of both networks transmission performance in terms of BER with Rx power 

and OSNR has been investigated and results shows that NG-PON 2 support 40Gbps with 

DQPSK and 10Gbps IRZ is quite better than other network with higher sensitivity and 

OSNR. 

 

KEYWORDS 

Differential Quadrature Phase Shift Keying (DQPSK), ON-OFF Keying (OOK), Inverted 

Return to Zero (IRZ), Next Generation Passive Optical Network-2 (NGPON-2), Bit Error 

Rate (BER), Optical Signal to Noise Ratio (OSNR). 

 

1. INTRODUCTION 

Evolution in PON is essential to deal with future bandwidth hungry applications. Existing 

PON have a capability to transmit 10Gbps and 1Gpbs downstream and upstream data 

rate with HDTV, multimedia and video calling simultaneously [1-2]. As per the survey 

of CISCO in 2016 it is predicted that data rate will be increased twice compare to 2015 

data rate [3]. It is necessary to increase the data rate capability up to 40Gpbs in PON to 

deal with future bandwidth hungry applications and named as NG-PON 2 [4-6].  

 

For higher data rate in PON, different modulation formats have been investigated and 

analyzed in order to have less nonlinearities and dispersion effects [7]. Different 

modulation formats have been implemented in 10Gbps data rate such as NRZ, RZ, MD-

RZ [8], CSRZ, MDRZ, DPSK [9], RZ-DQPSK with OOK [10], Differential Phase Shift 

Keying (DPSK) with OOK [11], Carrier suppressed return to zero CSRZ-DQPSK with 

OOK [10-12], NRZ-DQPSK with ASK [13,14], DPSK with IRZ [15,16]. For high data 

rate, few modulation techniques have been proposed and analyzed such as DQPSK with 

IRZ [17] and DQPSK with OOK [18].  

 

In this paper we have analyzed the performance of two high data rate NG-PON 2 having 

the same downstream modulation DQPSK but different upstream modulation OOK and 

IRZ. DQPSK modulation format is used as it has high spectrum efficiency and high 

transmission impairments [19] and OOK and IRZ modulation formats used as they are 

simple and cost effective design [20,21]. Both DQPSK with OOK and DQPSK with IRZ 

architectures have 40Gbps data rate in downstream and 10Gpbs data rate in upstream 

with 10km fiber span by using FBG dispersion compensation. 

 

2. DESCRIPTION OF SIMULATION 

For analyzing the performance of both architectures, simulation software has been used 

named as Optisystem [22]. Figure 1 and Figure 2 shows the simulated model of high data 

rate DQPSK with OOK and high data rate DQPSK with IRZ NG-PON 2 having same 

parameters except different modulation technique in upstream. Both networks have 
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OLT, ONU and optical fiber length of 10Km with FBG dispersion compensator. CW 

LASER at 0dBm launch power is used as a carrier source which is modulated with 

electrical data stream generated from pseudo random generator (PRBS) having data rate 

40Gbps through two series connected Lithium Niobate Mach-Zehnder modulator (LiNb 

MZM). Modulated signal is transmitted through optical fiber span of 10km with 

0.2dB/km attenuation co-efficient as shown in Table 1.

 
Figure 1. 40Gbps DQPSK with OOK Next Generation Passive Optical Network (NG-PON). 

 

 
Figure 2. 40Gbps DQPSK with IRZ Next Generation Passive Optical Network (NG-PON) with FBG. 
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Table 1. Simulated Model Parameters for both Networks. 

 Parameter Values 

Transmission Section  

Power of Laser 0dBm  

Frequency of Laser 193.1 THz 

Fiber  

Fiber Length 10Km 

Dispersion slop  0.075 ps/nm
2
/km  

Effective core area  80 um
2
 

Non Linear index-coefficient 2.6x10
-20

 

Attenuation Coeff:  0.2 dB/km 

Dispersion 16.75 ps/nm/km 

Receiver Section Filter Cutoff Frequency 0.75*bit rate Hz 

 

DQPSK modulation technique is used in the downstream of both networks. DQPSK 

transmitter modulator is shown in Figure 3. DQPSK transmitter is composed of CW 

Laser having 0dBm power (1mW) works at 1550nm and data is generated from psuedo-

random bit squence (PRBS) generator of 40Gbps. Data is modulated after differential 

precoding through two LiNb Mach-Zehnder Modulators. One modulator is act as a 

phase modulator to create a dephasing of π/2. 

 
Figure 3. DQPSK Transmitter. 

 

After modulation, signal is transmitted through optical fiber towards the reciever of the 

ONU where signal is splitted into two signals demodulated through coupler and followed 

by two photodetector PIN. There output combines with the subtractor and gives the 

electrical output as shown in Figure 4.  

   
Figure 4. DQPSK Receiver for Inphase and Quadrature phase Signal. 
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The ONU transmitter remodulates the signal through OOK modulation in one network 

while IRZ in another network. For OOK transmitter, same signal is modulated through 

Mach-Zehnder modulator with data generator from psuedo-random bit squence (PRBS) 

generator of 10Gbps shown in Figure 5. 

 
Figure 5. OOK Transmitter. 

 

Modulated signal transmitted through optical fiber received by photodetector which 

demodulates the signal gives electrical output as shown in Figure 6. 

 
Figure 6. OOK Receiver. 

 

Whereas IRZ transmitter for second network, same signal is modulated through Mach-

Zehnder modulator with data generator from psuedo-random bit squence (PRBS) 

generator of 10Gbps which added with pulse generator having frequency 5GHz and 

phase of –π/4 shown in Figure 7. 

 
Figure 7. IRZ Transmitter. 

 

Modulated signal transmitted through optical fiber received by photodetector which 

demodulates the signal gives electrical output shown in Figure 8. 

 
Figure 8. IRZ Receiver. 
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3. DISCUSSION OF RESULTS 

Figure 9,10,11 and 12 shows the optical spectrum of downstream and upstream of both 

DQPSK with OOK and DQPSK with IRZ at a carrier frequency of 193.1THz (1550mm 

Wavelength). 

 
Figure 9. Optical Spectruem of Downstream DQPSK with OOK. 

 
Figure 10. Optical Spectrum of upstream OOK. 

 
Figure 11. Optical Spectrum of Downstream DQPSK/IRZ. 
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Figure 12. Optical Spectrum of Upstream IRZ. 

 

Figure 13,14,15 and 16 shows the eye diagram of both DQPSK with OOK and DQPSK 

with IRZ which are wide open having few transmission errors but in an acceptable range 

to transmit the data. The power and BER of DQPSK/OOK downstream and upstream 

are 3.41961x10
-046

 and 4.10171x10
-018

 and -8.168dB and -34.347dB whereas for 

DQPSK/IRZ are 1.26888x10
-034

 and 3.84401x10
-020

 and -8.167dB and -37.824dB. From 

the loss margin of both the systems i.e. -22.832dB and -8.153dB for downstream and 

upstream of DQPSK/OOK and -34.343dB and -7.676dB, it can be seen that both systems 

are feasible for High Data Rate NG-PON 2. 

 
Figure 13. Eye Diagram of Downstream DQPSK with OOK upstream Signal. 

 
Figure 14. Eye Diagram of Upstream OOK Signal. 

 
Figure 15. Eye Diagram of Downstream DQPSK with IRZ upstream Signal. 
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Figure 16. Eye Diagram of Upstream IRZ Signal. 

 

Figure 17 and 18 shows the simulation results obtained on 10Km and back to back (B2B) 

fiber span with downstream and upstream of both DQPSK with OOK and DQPSK with 

IRZ. Figure 17 shows the comparison of downstream of both networks at 10Km and B2B 

fiber length. Receiver sensitivity of DQPSK with IRZ at standard BER is much better than 

DQPSK with OOK on both 10Km fiber span and B2B i.e. -31dB and -33dB at 10Km 

fiber span and -32dB and -33.5dB at B2B. From Figure 17, it also can be seen that the 

transmission power penalty of both networks at 10Km fiber span and B2B is 1dB and 

0.5dB. Figure 18 shows the comparison of upstream of both networks at 10Km and B2B 

fiber length. Receiver sensitivity of IRZ at standard BER is much better than OOK on 

both 10Km fiber span and B2B i.e. -38dB and -42.5dB at 10Km fiber span and -38.5dB 

and -45.5dB at B2B. From Figure 18, it also can be seen that the transmission power 

penalty of both networks at 10Km fiber span and B2B is 0.5dB and 3dB. Comparison of 

result is being mentioned in Table 2. 

 

Table 2. Transmission Performance of DQSPK modulated downstream with OOK and IRZ modulated 
upstreams. 

                   NG-PON 

2 

 

Parameters 

DQPSK with OOK DQPSK with IRZ 

 Downstream Upstream Downstream Upstream 

Fiber Length 10Km 10Km 10Km 10Km 

Rx Power -8.168dB -34.981dB -8.167dB -37.82dB 

Bit Error Rate (BER) 3.42e-46 4.10e-18 1.27e-34 3.84e-20 

Receiver Sensitivity 

@ 1x10
-9

 
-31dB -38dB -33dB -42.5dB 

Optical Signal to 

Noise Ratio (OSNR) 
8.52e001 6.47e001 8.68e001 6.03e001 

Txion Power Penalty 

B2B vs 10Km 
1dB 0.5dB 0.5dB 3dB 
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Figure 17. Rx Power vs BER. 

 
Figure 18. Rx Power vs BER. 

 
Figure 19. Rx Power vs OSNR. 

 
Figure 20. Rx Power vs OSNR. 

 

Figure 19 and 20 shows the simulation results obtained on 10Km and back to back (B2B) 

fiber span with downstream and upstream of both DQPSK with OOK and DQPSK with 

IRZ. Figure 19 shows the comparison of Rx Power vs OSNR at downstream of both 
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networks at 10Km and B2B fiber length. It can be seen that as the receiver sensitivity is 

increased so does OSNR increased. Transmission performance of DQPSK with IRZ at 

downstream is better compared to DQPSK with OOK as it works at higher receiver 

sensitivity and OSNR. Figure 20 shows the comparison of Rx power vs OSNR at 

upstream of both networks at 10Km and B2B fiber length. Here, it can also be seen that 

IRZ works at higher receiver sensitivity and high OSNR compared to OOK. 

From the results, it can be seen that DQPSK with IRZ network is much better than 

DQPSK with OOK network in terms of performance as receiver sensitivity is high and 

transmission power penalty is within the standard range.  

 

4. CONCLUSIONS 

In this paper, we have investigated two high data rate next generation passive optical 

network 2 (NG-PON 2) with the same modulation DQPSK at downstream but different 

modulation formats at upstream i.e. one is OOK and another one is IRZ at 10Km fiber 

span. Simulated results validate that transmission performance of DQPSK with IRZ is 

better than DQPSK with OOK in term of higher receiver sensitivity and better OSNR 

values with very low transmission power penalties in both directions under the similar 

simulative conditions.  
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ABSTRACT 

In the era of latest technologies, wireless sensor network (WSN) is becoming more 

popular in many applications: e-health, e-commerce, banking, farming and many 

others. However, WSNs have limitations in the sense of processing power, life time 

and data gathering. Among the above said issues, energy efficiency is the main 

hindrance of WSN deployment. Different data gathering schemes such as low 

energy adaptive clustering hierarchy (LEACH) and power efficient gathering in 

sensor information systems (PEGASIS) have been proposed. However, LEACH 

and PEGASIS do not provide optimal results for the energy consumption problem 

and are not feasible to implement. In this research paper, energy efficiency in 

terms of data gathering in WSN is presented.  In this research work, a combined 

flavor of particle swarm optimization (PSO) with simulated annealing (SA) is given. 

A novel algorithm is proposed in which best chain formation procedure is 

adopted. Using the proposed algorithm, a balance energy utilization occurred 

between nodes, which results in increasing the network performance. Simulation 

results are obtained and compared with other schemes, which shows better 

performance as compared to LEACH and PEGASIS. 

 

KEYWORDS 

Wireless sensor network (WSN), low energy adaptive clustering hierarchy 

(LEACH), power efficient gathering in sensor information systems (PEGASIS), 

base station (BS), sensor nodes (SN). 

 

1. INTRODUCTION 

In the recent era, wireless sensors have become most prominent subsystem in 

many applications: e-Health, e-commerce, e-banking, farming, habitat 

monitoring, forest fire detection [1,2]. Wireless sensor networks (WSNs) are 

composed of one to many sensor nodes in a sensing area. Sensor nodes (SNs) are 

deployed in large area comprising of a base station (BS), which is located at 

variable distances. The SNs locating at larger distance from the BS, consume more 

energy while communicating or transferring information to the BS. The nodes 

locating at near distance dissipate less energy while others dissipate more energy. 

The energy dissipation depends on distance and communication time during data 

gathering [3,4]. Thus energy efficiency in data gathering is a major task to count 

in WSN design. 

In a WSN small SNs are known to be the basic components on which processing 

is done. SNs are smaller in size, require low power, less memory and least 

expensive and can communicate over short distance [1,5]. Figure 1 is an example 

of a WSN, where a large number of SNs (spread in the sensing area) combine to 

make a fully operational sensor network. The SNs collect data and then forward 

it to the BS through a leader node (i.e., cluster head (CH)). The crucial task of SN 

is to listen an event and respond quickly by sending information to the sink node 

or BS [5]. 
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Figure 1. Wireless Sensor Network Typical Structure Model. 
 

SNs in a WSN have very limited energy, it is hard to recharge remotely or change 

their batteries more often. To cope with this issue, we need to have an energy-

efficient data gathering protocol for balancing the energy dissipation among SNs 

of the network. For WSN to be efficient and acceptable, following requirements 

are very crucial [6-10]; 

The network lifetime enhancement. 

Energy efficient deployment schemes. 

Need for an energy-efficient data gathering protocol. 

Recently, various data gathering schemes including the low energy adaptive 

clustering hierarchy (LEACH) [11] and power efficient gathering in sensor 

information systems (PEGASIS) [12] have been suggested. The LEACH protocol 

provides solutions for energy utilization problem. In LEACH, SNs with higher 

energy are chosen as a CH randomly and CH communicates to the BS. The CH 

forwards data to the BS also causes energy dissipation which is not required. The 

un-necessary dissipation limits the applicability of LEACH for WSNs. On the other 

hand, PEGASIS protocol is proposed for further improvement in LEACH 

protocol. However, in PEGASIS, greedy chain formation allows all nodes to 

become the leader at the same time, which needs more rounds in forwarding data 

to the BS. This way of energy utilization is a big hurdle in PEGASIS 

implementation. 

Both algorithms do not provide optimal results in terms of energy efficiency 

problem. We present particle swarm optimization (PSO) with simulated annealing 

(SA) for efficient chain formation and ensures minimum energy consumption. For 

the selection of efficient leader that will communicate to the sink, data gathering 

chain for done with SA-PSO. In a chain a leader is selected based on its residual 

energy 𝐸𝑟𝑒𝑠𝑖𝑑 and each node can transmit information to its neighboring node, this 

result in increased network performance as balance energy utilization occurred 

between nodes. Following are the major contribution of the proposed research 

work; 

A new scheme for efficient energy is developed and tested as compared to other 

protocols using extensive simulations. It is shown from simulation results that the 

proposed protocol can prolong the network lifetime.  

The SA-PSO maximizes the performance in terms of energy efficiency and also 

increases the network lifetime.  

In our scheme all the nodes contribute in communication to the BS and thus it 

eliminates unequal energy consumption of individual nodes. 

The simulation results also show significant improvements as compared to 

LEACH and PEGASIS. Our further goal is to compare the SA-PSO performances 

with ant colony optimization (ACO) technique. 
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2. PRE-LIMINARIES 

Different data gathering schemes and heuristic algorithms have been suggested in 

[1-4]. Following are the main ones; 

Conventional PSO and its variants. 

LEACH and its variants 

PEGASIS 

Before discussing about the LEACH and PEGASIS, brief description of PSO 

and its variant are considered to be compulsory, because the proposed 

algorithm is the combination of PSO and SA. 

Basically LEACH is cluster based routing protocol, consists of distributed 

clusters. In LEACH protocol, CH is randomly selected and this is constantly 

rotated to distribute energy load along all node in the entire network. In 

LEACH protocol, to decrease the load of transmitted data, the CH node 

compress data arriving from the sensor nodes and send an aggregated packet 

of data to the BS [7]. The drawback of LEACH protocol is that it randomizes 

he selection of cluster heads for equal energy dissipation. Whereas the 

PEGASIS protocol uses a greedy chain to sink. To overcome these drawbacks, 

we use particle swarm optimization with simulated annealing (SA). 

 

2.1. Conventional PSO  

PSO is a swarm intelligence based optimization technique. PSO was first 

developed in [13], inspiring from the social behavior of flocking birds. A wide 

variety of particles are exploited to constitute a swarm and it moves in various 

direction of sensing area for locating the best possible solution. Each SN in 

the sensing area keeps tracking the coordinates of optimum solution or fitness 

and is known as the pbest. There is also another value called the gbest that is 

obtained the particle in the neighborhood. The position 𝑌 of each particle 𝑚 

in the given space 𝐷⁡is formulate as [13,14], 

𝑌𝑖 = [𝑦𝑚1
, 𝑦𝑚2

, … , 𝑦𝑚𝐷
].      (1) 

The previous best position stored by each particle as pbest,  

𝑃𝑖 = [𝑝𝑚1
, 𝑝𝑚2

, … , 𝑝𝑚𝐷
],      (2) 

and the velocity for each dimension is given by, 

𝑉𝑖 = [𝑣𝑚1
, 𝑣𝑚2

, … , 𝑣𝑚𝐷
].      (3) 

The position and velocity updates are given respectively as, 

𝑦𝑚 = [𝑚𝑑 +⁡𝑣𝑚𝑑
]       (4) 

𝑣𝑚𝑑
= [𝑣𝑚𝑑

+ 𝑠1𝑞1(𝑝𝑏𝑒𝑠𝑡 − 𝑦𝑚𝑑
⁡) +⁡𝑠1𝑞1(𝑔𝑏𝑒𝑠𝑡 − 𝑦𝑚𝑑

⁡)],  (5) 

where 𝑑 is the dimension, 𝑠1 and 𝑠2 denote positive constants, , 𝑞1 and 𝑞2 are 

random numbers between [0-1], 𝑦𝑚  is position of a particle, 𝑣𝑚 is velocity of 

a particle. PSO becomes popular because of its superior performance in may 

application and was used with combination of other techniques as a hybrid 

algorithm [15,16]. On the other hand, SA proposed in [17] is found to be most 

extensive optimization technique. It is stochastic process based on Metropolis 

Law [8] that search for the best optimal solution. It discusses about two 

factors: - the energy factor and temperature factor , where  is referred to 

as annealing temperature. The value of  is decreased by the cooling schedule. 

The region of best point is attained as  approaches the lower-limit [1]. 
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2.2. Leach and its variants 

LEACH is a hierarchical routing protocol [11,15] and is a self-organizing 

scheme. In LEACH, SNs are divided into multiple clusters. Each cluster 

calculates its CH, which collects data from all neighboring nodes in the 

cluster. Then CH forwards the aggregated data to the BS. In this process, CH 

consumes more energy if it falls near to the BS, which results its quick death 

[15]. To overcome this problem, LEACH randomizes the selection of CH, in 

order to balance the energy dissipation. LEACH can be found in many 

application [11,15,18]. 

In LEACH, once the cluster is formed, all the nodes decide to be the CH with 

probability 𝑝𝑟 and broadcast its advertisement to all neighbors. A non-cluster 

head node finds its cluster by selecting the CH, which has the least energy. 

To balance the load, the CH data message is delivered in a sequence of node. 

When a CH dies, the cluster is not operated. It is assumed that CH has long 

transmission range so that network can have long lifetime. But it is not a good 

assumption in terms of signal propagation. Although LEACH was found to be 

useful, but it still has problem of short network lifetime because of inefficiently 

consumed energy [15,19]. To overcome issues various variants of LEACH, 

i.e., LEACH-C, Multi-hop LEACH, Energy-LEACH, MOD-LEACH and many 

more were suggested in [11,20,21,22]. 

 

2.3. Pegasis and its variants 

PEGASIS is an improved form also referred to as an extension of LEACH 

protocol. PEGASIS greedy chain formation based algorithm having chain 

construction and fusion functions [12]. In PEGASIS, each SN has global 

information of its whole sensing network and full knowledge of location of its 

neighboring nodes. The chain formation is initialized by a node over the 

furthest distance from BS. After the connection of node in chain, all its 

correspondence turned off from remaining chain formation process. 

It is assumed that SNs are capable to vary the signal strength after getting the 

global information. By doing so, energy consumption can be minimized up to 

an extent that the network lifetime is maximized. It is presented that 

PEGASIS is comparatively more energy efficient as compared to LEACH in 

the sense of network lifetime [20]. The energy is saved by forwarding the 

aggregated data rather than bulk data to BS. The drawback of PEGASIS is 

that due to greedy chain formation process, whole data transmission to BS 

takes more time, which causes higher latency. PEGASIS have been modified 

and proposed by many researcher [22-27]. 

 

3. PROPOSED DATA GATHERING SCHEME 

In the proposed energy efficient scheme, a chain is supposed to be formed 

allowing the transmission of data by individual nodes. This transmission of 

data is carried out to the BS for unequal number of times. To achieve our 

design objective, we use PSO [13] and SA [17] that result in energy efficient 

network by the individual nodes and enhanced network performance. 

 

3.1 Selection of leader 

An optimal chain formation using SA is presented and the selection of a leader 

(i.e., CH) is done for communication. In our scheme there is data transmission 
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between the closed neighbors and the node become the leader in their turn 

depending on its residual energy and location. In the proposed scheme a 

chain is formed such that all nodes have equal rights to become the leader. 

The network lifetime is maximized because of transmitting unequal number 

of times by individual node to the BS based on its 𝐸𝑟𝑒𝑠𝑖𝑑 and thus it eliminates 

unequal energy consumption of individual nodes, which results in best 

performance than LEACH and PEGASIS. 

Once a sub-optimal chain formation is done for the first time, a node with 

maximum value of 
𝐸𝑟𝑒𝑠𝑖𝑑

𝐷𝛾
, here 𝐷 is the distance of the BS from that node, is to 

be located (i.e., search a node with maximum energy) before initializing the 

round of data gathering. In this process, a node, which gives the maximum 

value of 
𝐸𝑟𝑒𝑠𝑖𝑑

𝐷
 is chosen as the leader.  The multi-path fading (i.e., distance 

power loss) channel mode is assumed in case the leader is concerned to 

communicate with the distant BS. 

 

3.2 Data gathering algorithm: SA-PSO 

To overcome drawbacks of LEACH and PEGASIS, we present a scheme in 

which an efficient leader is chosen for communicating to BS. The SA 

algorithm is combined with PSO to efficiently solve the chain formation 

problem. Our aim is to minimize the energy usage by SNs in forming an 

optimal chain over which the data gathering is done. To simplify the model, 

we consider the same radio model as is presented in [7]. 

To eliminate the local minima trapping of the existing algorithm, the 

proposed method of application of SA with PSO solve two major issues: - 

increase the diversity of the particle and efficiently solve chain formation 

problem. Let's consider $n$ total nodes and solution space 𝑈⁡which is 𝑈 

ɛ {1,2,3, …  ,n} a collection of arrangement and the consecutive nodes are 

linked together by a direct link. The combination, i.e., 𝐶 denotes a chain and 

𝐶 = 𝑈𝑖|𝐶 represents a permutation of (1,2,.. n). 

 

Proposed algorithm 

Step 1: Initilization. 

Initializing all parameters (α, ⁡θi,⁡θf), where 0.7≤⁡α≤1. 

The randomly selected swarm of m particles is expressed asC1⁡⁡,C2, C…Cm 

Step 2: Locating a local best chain. 

Search for the local best chain for a given θi, based on binary swapping 

resulting Cilbest  is find out with the help of binary swapping between the two 

positions of⁡Gold. Cold⁡⁡, updated by the newly formed chain. 

Cold = Cnew = Cipbest =⁡Local best solution of particle 

Step 3: Updating gbest values. 

The newly formed chain is updated by the following rule: 

⁡⁡⁡⁡⁡⁡⁡Cipbest⁡ = ⁡⁡Cilbest⁡⁡𝑖𝑓⁡{f(⁡⁡Cilbest) − f(Cipbest)} < 0  (6) 

                                 = ⁡⁡⁡Cipbest⁡⁡𝑖𝑓⁡{f(⁡⁡Cilbest) − f(𝐶ipbest)} ≥ 0 

               Comparing the⁡Cipbest⁡ values 

                                       𝐂𝐠𝐛𝐞𝐬𝐭 = 𝒎𝒊𝒏{⁡𝐟(𝐂𝐢𝐩𝐛𝐞𝐬𝐭)}                                 (7) 
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Step 4: Formation of new chain.  

A new chain⁡⁡⁡Cgbest⁡⁡ is formed from the⁡⁡Cipbest⁡by crossing method.  

Step 5:   Loop.  

The algorithm comes to end if the value of temperature  θ(t) is less than or 

equal to⁡θf. The best chain formed is⁡Cgbest⁡,else move to step 2. 

 

 

4. SYSTEM DISSIPATION MODEL 

Radio model also referred to the energy dissipation model is the most 

common model known in WSNs. Block diagram of the energy dissipation 

model is shown in Fig. 2. During the processing of different tasks, SNs 

dissipate energy while transmission and reception of data from/to BS. Let's 

assume that SNs consume the transmitted energy 𝐸𝑇𝑥 in transmitting a 𝑘-bit 

packet over a distance 𝑑 meters as shown in Fig. 2. 

 

Figure 2. Block diagram of energy dissipation model. 
 

4.1 Mathematical model 

According to the radio model, 𝑘-bit message is transmitted covering a distance 

𝑑 and the energy required to transmit the message is given by, 

𝐸𝑇𝑥(𝑘, 𝑑) = 𝑘𝐸𝑒𝑙𝑒𝑐𝑡 + ⁡𝜖𝑘𝑑2⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑖𝑓⁡𝑑 < 𝑑𝑜 (8) 

= 𝑘𝐸𝑒𝑙𝑒𝑐𝑡 + ⁡𝜖𝑘𝑑4⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑖𝑓⁡𝑑 ≥ 𝑑𝑜 

where, 𝐸𝑒𝑙𝑒𝑐𝑡 represents the dissipated energy by the transmitter or the 

receiver circuit, 𝑑 denotes the distance between sender and receiver, ϵ  is the 

energy dissipated by electronic and 𝑑𝑜is the threshold distance. Noted that we 

consider the effect of free space and multi-path model in the dissipation 

model. Further to the dissipation model, free space path loss is considered for 

the transmission/reception between the CNs and CH, whereas, multi-path 

model is for the CH to the BS. Then, the total energy 𝐸𝑡 consumed by the 

network for a round is given by [5,6], 

Etotal = {∑ (Eelec + Eamp ∗ si
2) + (Eelec + Eamp ∗ S

4)n−1
i=1 } ∗ m⁡ (9) 

where the average distance between the SNs and CH is 0.765 ∗
𝑀

2
 and 𝑀 is the 

dimension of sensing area [6]. 

 

4.2. Numerical results 

We provide numerical results using the parameters given in Tab.1. To 

evaluate the performance of the proposed algorithm, large number of 

simulations were done for a given sensing area and the number of sensing 

nodes over the given parameters. MATLAB is used as a simulation tools to get 

results. 
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Table 1. Simulation Result Parameters. 

Parameters Values 

Sensing area 100×100 

SNs 200 

Initial E 0.5J 

Message size 4k bits 

Eelect 50nJ/bit  

∈ 0.0015pJ/bit 

d0 70m 

Data aggregation cost 5nJ/bit 

 

Figure 3. SNs lifetime versus number of nodes. 

 

It is clearly seen in Fig. 3 that the lifetime of SNs in case of the proposed 

algorithm is more as compared to that of using LEACH and PEGASIS. It 

means that the performance of the network increases because of enhanced 

lifetime. From Fig. 3, it is seen that using SA-PSO, SNs die after completing 

more than 6000 rounds while for PEGASIS, nodes die out up to 4500 and for 

LEACH nodes die at 3500. 
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Figure 4. Data packet transmission to BS. 

Figure 5. SNs dead time versus number of nodes. 

 

Figure 4 presents the transmission of data packets to the BS. It is noted that 

SA-PSO outperform the other two LEACH and PEGASIS algorithms. It can 

be easily figured out that the data gathering efficiency is increased using the 

SA-PSO algorithm. Figure 5 shows dead nodes with the passage of time. It is 
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seen that using SA-PSO, WSN has better performance because of longer 

lifetime. 

For bigger WSNs, the low death rate of nodes not only reduces the network 

lifetime but its stability as well. After looking results, it is observed that the 

SA-PSO algorithm is comparatively more energy efficient algorithm for WSN 

rather than LEACH and PEGASIS in terms of lifetime and packet 

transmission as shown in Fig. 3 and Fig. 4. 

 

5. CONCLUSION 

In this research paper, an energy efficient scheme for data gathering in WSN 

is presented. A novel SA-PSO algorithm is proposed in which best chain 

formation procedure is adopted. The presented analysis shows that SA-PSO 

outperforms than PEGASIS and LEACH in terms of network lifetime, 

communication overhead and rate of SNs deaths. From simulation results, it 

is confirmed that SA-PSO outperforms LEACH and PEGASIS by eliminating 

the communication overhead in cluster formation and introduces low latency 

since it forms a chain among SNs. It is seen that SNs using SA-PSO remains 

active for over 1500 rounds than PEGASIS and 2500 rounds than LEACH. 
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ABSTRACT 

Power transmission capability of a transmission line (TL) depends upon the 

impedance of the TL, the magnitude and the phase angle difference of the end 

voltages. Series capacitor largely employed in the transmission lines to increase 

the transfer capability but create instability problems. Flexible alternating current 

transmission systems (FACTs) enhance the power transfer through the existing 

transmission lines with stability intact. Thyristor controlled series compensation 

(TCSC) is considered in this paper. Impedance of the transmission line is 

regulated by changing the firing angle of the thyristor. A 500kV transmission line 

shunted with TCSC is dynamically implemented in Matlab/Simulink and tested 

for different sending end voltage and, by changing the impedance of line. Results 

show the significance of designed control under transient conditions of power 

system.  

 

KEYWORDS 

Flexible alternating current transmission systems (FACTS) devices; transmission 

lines; thyristor controlled series compensation (TCSC); stability enhancement. 

 

1. INTRODUCTION 

Energy is said to be a backbone of a nation’s economy. With the passage of time, 

the world is becoming more automated and electronic and thus the consumption 

of electricity per person is increased. The human race is going to be more 

dependent on robots, thus it’s important to fulfill the need of electricity. There are 

two ways to increase the transmission line (TL) capacity. In first choice, need to 

build new transmission lines to meet the demands. Installations of new 

transmission lines require feasibility studies, contract signing, electrical and 

mechanical designs and, material for wires. It is an extravagant choice and 

requires plenty of time for completion. Second option is to increase the power 

transfer capability of the existing transmission system. This method doesn’t 

require any feasibility report and cost-effective as well.  

A number of researches have been conducted for increasing the bulk power 

transfer capacity of existing transmission lines [1] – [3]. In early days, power flow 

control is done by changing taps or via phase shifting transformers. Series reactors 

were introduced in transmission lines to reduce the power flow and also used to 

reduce the short circuit current level at some locations when needed. Similarly, 

capacitors employed in transmission lines to reduce the electrical length and thus 

to increase the power flow. Hence, series compensation was used on alternate basis 

according to load condition. However, this kind of compensation introduced 

transient and stability issues [1]. So, an alternative technique is required to solve 

these shortcomings. Fixed series capacitors deployed in the transmission lines to 

increase the power transfer capacity. The introduction of series capacitor causes 

low frequency oscillations in the transmission system which introduced the effect 

of sub-synchronous resonance (SSR) in electric power system. Therefore, with the 

advent of power electronics devices, stated method is replaced by the flexible AC 

transmission system (FACT). FACTs controllers can not only increase the power 

transmission capability of the TLs but also offer advantages like damping of low 

frequency oscillations and mitigation of SSR damping’s etc. 

IEEE defines FACTS technology as a power electronic system that is used in AC 

transmission system to enhance controllability and thus increase the power 
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transfer capability [2], [3]. The FACTs controllers are categorized according to 

their generations. Static VAR compensators (SVC), thyristor controlled phase 

shifters (TCPS) and thyristor controlled series capacitors (TCSC) are known as 

first generation FACTS controllers. TCSC used to control the impedance of the 

TL, where a silicon rectifier connected in series combination with a capacitor [4]. 

In this research, a dynamic TCSC model for 500kV transmission line is 

implemented in Matlab/Simulink and tested with two checks: by changing 

impedance of TL, and by varying the sending end voltage.  

The manuscript is organized as follows; effect of capacitors on power transfer 

when employed in transmission lines is explained in section II. In section III, 

detailed working of TCSC and employed capacitive mode is described. Section IV 

and V deal with simulations and results. Finally, conclusions are drawn in section 

VI. 

 

2. EFFECT OF CAPACITORS ON POWER TRANSFER IN TRANSMISSION 

LINES 

The steady state power transfer capability of transmission line is explained 

through two machine power system model as shown in Figure 1 [5]. Power is 

transmitted from one terminal (sending end) bus to second terminal (receiving 

end). Mathematical formulation for power transfer capability is given by: 

                                       

Sin
s r

c

L

V V
P

X


                                                    (1) 

Where Vs and Vr are sending and receiving ends voltages, respectively, and XL 

is the indicative impedance of transmission line. δ represents the phase angle 

between sending and receiving end voltages. Thus, the power transfer capability 

of TL largely  

Sending end

Vs Z = R + jX

Receiving end 

Vr

 

Figure 1. Two machine transmission system. 

 

Figure 2. Two machine transmission system with series capacitor. 
 

depends upon the magnitude of the sending and receiving end voltages, phase 

angle between them and inductance of line. 

Conversely, a series capacitor is inserted in transmission system to study the power 

transfer capability as shown in Figure 2 [5]. Ability of power transmission is 

increased with such an insertion of capacitors as series capacitors cancel the 

inductance of transmission line and boost the power flow as: 

                                        

Sin
s r

c

L C

V V
P

X X



                                              (2) 

Sending end

Vs

Receiving end

VrCZ = R + jX
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Where Xc is the capacitive impedance of series capacitors. Due to mechanical 

switching of series capacitors, transients produced and only fixed value of series 

compensation achieved [5].    

 

3. THYRISTOR CONTROLLED SERIES CAPACITOR   

Thyristor controlled series capacitor is a FACTs controller. Mainly, TCSC devices 

are employed in the series of TLs to increase the power flow. Impedance of TL is 

regulated by controlling the firing angle of the thyristors. Practically, more than 

one TCSCs are installed in TL [6]. A TCSC consists of a fixed capacitor which is 

shunted by a thyristor controlled reactor (TCR) as schematically drawn in Figure 

3 [7]. 

A TCR consists of an anti-parallel thyristors and inductor in series. With TCSC, 

flexible compensation is achieved because the gate terminal of thyristor is 

triggered at various firing angles to insert different values of capacitor in series of 

transmission line. 75% compensation is achieved, in this paper, by using TCSC. 

Normally, a TCSC has three modes of operation: 

1.  Thyristor blocked 

2.  Thyristor bypassed 

3.  Vernier operation 

In thyristor block mode, thyristors are not conducting and the value of α is 180o. 

The effective impedance of TCSC is only because of capacitive reactance of 

capacitor. In thyristor bypass mode, valves are gated for full conduction and 

capacitor is bypassed. Practically, some current flows though capacitor but it is 

negligible. Vernier operation is further categorized into capacitive and inductive 

mode as shown in Figure 4 [8]. 

A TCSC operates in inductive region when there is no load condition in power 

system [9]. Under this mode, TCSC behaves as a source of inductive reactance 

which decreases the power transfer capability of transmission line. However 

practically, very rare chances of no load condition in electric power system that is 

why TCSC is not employed in this scenario. In capacitive mode, TCSC behaves as 

a source of capacitive reactance to cancel the inductive reactance of TL and thus, 

increases power transmission capacity of existing transmission line [10]. 

Practically, power systems are being operated at overload condition due to which, 

generally TCSC is employed in capacitive mode. TCSC in not operated in 

resonance region. TCSC can operate within range from 180o to alpha minimum 

for capacitive region. If TCSC is allowed to operate at an angle of 180o, no current 

flows through TCR and the effective impedance of the TCSC is due to the 

capacitor [11]. If the value of alpha is somewhat between 180o to alpha minimum, 

then TCSC reactance is greater than the Xc. The resonance point is reached when 

Xc is equal to TCR XL. Required compensation achieved, in capacitive mode, with 

firing angle range of 690-900 and 163Hz oscillatory frequency, which is 2.7 times 

the 50Hz [12]. Impedance of TL is at the lowest level at 900, that is power transfer 

capability reduces as the firing angle increases. Impedance is about 120-136Ohm 

at time of capacitive mode of TCSC. 
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α

TCSC Module

Fixed Cap

 

Figure 3. Thyristor controlled series capacitor module. 
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Figure 4. TCSC characteristics. 

 

4. SIMULINK MODEL OF TCSC FOR 500KV TRANSMISSION LINE 

Mathematical model of TCSC is developed for 500kV three phase primary 

transmission line. One TCSC compensates single phase of transmission line, thus 

for three phases three block of TCSCs are developed. Net reactance of TCSCs is 

regulated by changing the firing angle of the thyristor. Angle alpha is 

synchronized with the line current by using the phase lock loop (PLL). 

Proportional integral (PI) controller is used for the feedback purpose. The 

developed model includes sending and receiving ends AC voltage sources, TCSC 

block and the controller. The controller of TCSC includes control unit [12] and 

firing unit [13] as shown in Figure 5. System under study consists of a 

programmable voltage source at sending and receiving ends of TL. The purpose 

of using the programmable voltage source is to vary the voltage at different time 

instants. 

Control System Firing Unit

TCSC
Programmable 

Voltage Source -1
Transmission Line

Programmable 

Voltage Source -2

Figure 5. Simulink model of TCSC emplyed within transmission system for 75% compensation. 
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Figure 6. Simulink model of firing unit for single phase. 
 

The series line compensation block consists of TCSC, controller, three phase 

voltage measurement and scopes for measurement. Triggering pulses for TCSCs 

are controlled through controller block which consists of control and firing units. 

Control unit calculate the firing angle based upon the impedance. Initially, the 

impedance is calculated using RMS values of voltage and current by applying 

ohm’s law, marked as measured impedance. To remove the second order 

harmonics, it is passed to second order filter [14]. Error is calculated by taking 

difference of the measured and reference impedances [15].  After that the values 

are passed through the proportional integral controllers. 

 

In firing unit, line current is synchronized using PLL and then compared and, 

zero crossing is checked of the line current to generate square wave and to 

synchronize the  pulses as shown in Figure 6. Synchronization pulses are triggered 

at the start of positive and negative cycles and square wave indicates the duration 

of a cycle. And then by using discrete time integrator, square wave converted into 

the saw tooth wave. Rounded method is used to convert alpha into a single value 

for the comparison of alpha with saw tooth wave. Finally, compared saw tooth 

wave with alpha value generate triggering pulse for thyristor gate. 
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c) Firing angle of TCSC in series with 500kV transmission line 
 

Figure 7. Transmitted power, impedance of transmission line and firing angle of TCSC inserted 
in a two machine power system.  

 

5. RESULTS AND OBSERVATIONS 

Transmission system is designed for 500kV but due to losses in the lines, 

receiving end voltages reduced to 477kV. Power, impedance and firing angle 

profiles of the proposed system are shown in Fig. 7. 115MW is the power 

transfer before triggering of TCSC. TCSC operates in capacitive mode and 

triggered at 0.8sec, power transfer increased to 650MW and measured 

impedance follow the reference impedance as shown in Figure 7 (a) and (b), 

respectively. 

 

5% change in reference impedance is applied at 2.25sec and the response 

shows that TCSC successfully trace the reference impedance within around 

400ms as shown in Figures 7. At 3.0sec, 5% reduction in sending end voltage 

is introduced and corresponding change in impedance is shown in Figure 7 

(b). TCSC tries to match with the reference impedance by compensating the 

disturbances and lowering the power transfer to 500MW. 

 

Vs returned to 1p.u. at 3.5sec. Corresponding autonomous adjustments of 

power, firing angle and impedance of system are shown in their respective 

Figure 7 (a), (b) and (c), respectively.  

It is observed that when the voltage drop occurs from programmable voltage 

source, the TCSC immediately respond to the power oscillation and damp it 

out but the power transfer does not remain constant before and after the 

disturbance. Power change from 530MW to 460MW during oscillations due 

to voltage reduction and returned to original value (530MW) whence the Vs 

= 1p.u. as indicated in Figure 7 (b). 

 

6. CONCLUSIONS 

Interconnected power system is employed using 500kV transmission line. 

TCSC is used to increase the power transfer capability of transmission system 

than constructing new lines. A dynamic simulation developed in 

Matlab/Simulink and tested for with and without TCSC, different sending end 

voltages, and by changing the impedance of transmission line. Reactive power 

demand of power system is compensated through TCSC. Results show that 

voltage regulation is improved, SSR mitigated and more stabled electric 

power system is achieved. Simulations reveal that installation of TCSC at high 

tension lines shows better performance. 
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ABSTRACT 

This paper is about Radar System controlled via Arduino. This RADAR system 

consists of an ultra-sonic sensor and servo motor, these are the major 

components of the system. Basic working of the system is that it have to detect 

objects in its defined range. Ultra-sonic sensor is attached to the servo motor 

it rotates about 180 degree and gives visual representation on the software 

called processing IDE.  Processing IDE gives graphical representation and it 

also gives angle or position of the object and distance of the object. This system 

is controlled through Arduino. Arduino UNO board is sufficed to control 

ultrasonic sensor and also to interface the sensor and display device. While 

researching, we learned about existing navigation and obstacle detection 

innovations and different systems where ultrasonic sensors are used efficiently. 

Main application of this RADAR system comes into different field of 

navigation, positioning, object identification, mapping, spying or tracking and 

different applications. These less investment system are also suitable for indoor 

applications.  

 

KEYWORDS 

Arduino, ultra-sonic, radar, positioning, surveillance, obstacle detection. 

 

1. INTRODUCTION 

RADAR system is an object detection or tracking system which uses radio waves 

to decide or get the range, height, heading, or speed of items or objects. Radar 

frameworks or system arrive in an assortment of sizes and have distinctive 

performance particulars. Some radars are utilized for aviation authority at air 

terminals and others are utilized for long range observation and early-

cautioning frameworks [1]. There are some ways to show radar working data. 

There are also some modified radar systems which have advance technology 

of handling the systems. These modified system are used at higher levels to get 

or extract the helpful or important data [2].  

 

Our proposed system’s working principle is linked by the following 

components which are is ultra-sonic sensor connected to the microcontroller 

(we have chosen Arduino) digital input and output pins. Then we have servo 

motor which is also connected to digital output and input pins. Our both main 

components ultra-sonic sensor and servo motor are connected simultaneously, 

so that when our servo motor rotates from 0 degree to 180 degree from 

extreme right to extreme left the motor will rotate nearby its axis [3]. We utilize 

Computer screen to demonstrate the data (distance and angle) through 

software called “Processing development Environment” [1]. 

 

2. LITERATURE REVIEW 

Subsequent to experiencing a portion of the papers with respect to usage 

utilizing ultrasonic sensors and ARDUINO, it was found that this idea is 

searched a lot and is a mainstream idea which is still in advance. The advances 

utilized were not just productive and solid yet in addition financially achievable 
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[5]. Not only this, here other very useful applications of ultrasonic sensors were 

observed too. 

This paper discusses about a monitoring system which is designed measure to 

speed of waves and height of river through ultra-sonic sensor using micro-

controller (Arduino). On the off chance that the waterway can't oblige the 

volume of water, then all the water will submerge with land and this 

phenomenon is called as flood or surge. We can overcome this flood problem 

by earlier identification in height of water and observing speed. If we identify 

problem earlier we can overcome this problem before it become crisis. By 

testing the system i.e. simple water level, it was observed that ultra-sonic have 

accuracy of 96.6%. But when it is implemented in the rivers there are many 

errors because of different type of water levels due to heavy waves and speed 

of water and also due to floating of heavy objects. Unlike Previous testing 

results, author directed this analysis on tracking of speed of water 

improvement or modification and level of water in flooding. The test was 

completed when the Arduino used as controller of application. For more 

research, information of depth level and speed of water of this system will be 

sent to database server website to be checked regularly [8]. 

 

An intelligent driver monitoring and vehicle control system is introduced in 

this research. This technology is create to avoid accidents by monitoring the 

driver’s activities. The writer states some of the main reasons of accidents 

today. These are alcohol consumption by the driver, carelessness, drowsiness 

or medical illness. The various units in the framework, including motors, 

relays, power unit and ESP8299 module are tried and are observed to be in 

working condition. Ultrasonic sensor is utilized to alarm the driver if any 

vehicle draws close to his vehicle. The status of the driver can be observed by 

the assistance of sensors executed in the vehicle and the subtle elements are 

refreshed to the proprietor. This system overcomes all the different aspects 

due to which other technologies designed for this purpose have failed, making 

the system more useful, efficient and less costly and less time consuming [7]. 

In this research paper authors have given information about the detection of 

radio waves and tracking or ranging through radar set which is built from 

components like an ultra-sonic sensor, a servo motor and an Arduino. The 

author discuss about the linear measurement problem because of which 

distance measurement was not possible between some objects, was resolved 

with the introduction of Ultrasonic distance measurer. It allows to take non-

contact measurements. This radar system can drastically reduce power 

consumption. The author says, that this system is an extremely handy radar 

system, it can read or track the distance and angle of an obstacle and shown it 

up on the monitor screen. The ultra-sonic was attached on top of the servo-

motor to detect obstacles at 0 degree to 180 degree from right to left.  Both 

the ultra-sonic sensor and the servo were fueled and controlled by the Arduino 

controller. The GUI was built using the JAVA programming language to show 

the result on the monitor [3]. 

 

This paper represents a system for obstacle detection in a known environment. 

This system works through an android based mobile camera. People who are 
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visually impaired, face difficulties in detecting obstacles and navigation while 

they walk. They use sticks for this problem nonetheless this manner or 

technique is not right way of doing it. Object indicator or detector can 

overcome accidents or collision problems of people or the other way is they 

can to accurate map reading. The algorithm which is proposed in this paper 

is made for indoor mapping. In indoor surrounding all distinctive floors are 

taken in consideration and single image is kept or stored for distinctive floors. 

These images of floor are taken as reference image. The author mentions that 

this algorithm is 96% accurate and works in real time. There are different 

techniques discussed in this paper for obstacle detection. For these types of 

problems we can use the approach of SONAR sensor and also laser camera .In 

this paper introduced a calculation for identifying hindrance in known 

condition with an android based versatile camera which scans chosen territory 

before the camera for impediment location [9]. 

 

This research is about a blind walking stick made for blind people through 

which they can avoid obstacles while they walk and recognize currency. With 

the thought of visually impaired individuals, it is to some degree troublesome 

job to distinguish the cash or any unexpected obstacle. Despite the fact that 

currency dependent on size could possibly be recognized however it is 

relatively hard to distinguish that whether the note is unique or phony. So to 

overcome this issue the authors have designed the Currency Recognition Blind 

Walking Stick. A lot of work is done on currency recognition and obstacle 

detection using advanced technologies like optical character recognition, 

SURF and pattern extraction through colors. But none of these systems had 

the feature for obstacle detection for blind people. Therefore this framework 

is efficient as the other ones having an extra feature for helping the visually 

impaired [10]. 

 

3. METHODOLOGY 

In order to testify the working of this system, after its designing, construction 

and programming we placed few objects in front of the ultrasonic sensor. As 

the motor started to rotate, our monitor started to display the output through 

processing IDE. Hence, when the sensor crossed over the object it showed a 

red segment with the distance and angle where the object is paced. 

The first object was placed at the distance of 30.5cm measured through a ruler 

and the system measured the distance at 32cm.While the second object was 

placed at a distance of 20 cm and the system measured it as 21cm. Hence the 

calculated efficiency turned out to be 95%. 

 

System Overview: 
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Figure 1. System hardware description. 

The above figure represents a brief overview of this radar system. Here, as it 

is shown the controller we are using is Arduino, with the input Ultrasonic 

sensor and the output is the servo motor which rotates 180 degrees. The 

microcontroller controls all the operations of this system, from rotation of the 

motors to the obstacle detection of the ultrasonic and representation of the 

result on the screen. 

 

System Block Diagram: 

 

Figure 2. Block Diagram of Radar System. 

 

Figure 2 represents the system’s block diagram. 

Here, it can be seen how the work flow in this radar system. The sensor is 

going to sense the obstacle and determine the angle of incident and its distance 

from the radar. The servo motor is constantly rotating to and fro, hence 

making the sensor move. The data obtained is encoded and fed to the 

processing IDE which represents it on the screen. The results are displayed 

further in this paper. All these operation are done by Arduino microcontroller 

from the rotation of the servo, data collection from the sensor, feeding the data 

to encoder to transferring it to the display. 

 

4. WORKING 

The basic objective of our design is to ascertain the distance position and speed 

of the obstacle set at some distance from the sensor. Ultrasonic sensor sends 

the ultrasonic wave in various ways by rotating with help of servo motors. This 

wave goes in air and gets reflected back subsequent to striking some object. 

This wave is again detected by the sensor and its qualities is analyzed and 

output is shown in screen indicating parameters, for example, distance and 

position of object. Arduino IDE is utilized to compose code and transfer coding 

in Arduino and causes us to detect position or angle of servo motor and it is 

communicated through the serial port alongside the covered distance of the 

nearest object in its way. Output of all of this working is shown in the software 
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called processing, it will display the input/output and the range of the object 

[4]. Implementations of the sensors are done in such a way that ultra-sonic 

sensor is attached on top of the servo motor because it have to detect the object 

and its distance. Arduino (micro-controller) will control the ultra-sonic sensor 

and servo motor and also powered will be given to both of them through 

micro-controller [3].  

 

Figure 3. Flow chart of Radar System. 

 

The above flow chart explains the working and the decision flow of this 

framework. As it can be seen the system starts with an input i.e. when the 

ultrasonic sensor detects an object, or does not detects any object, at any 

condition the encoder feeds the information in the controller while the servo 

keeps constantly rotating. As soon as any obstacle/objet is detected by the 

ultrasonic sensor the data is immediately processed by the controller and is fed 

to the IDE which shows it on the display screen. Here the process ends with 

an estimated distance of the object from the system with the angle at which it 

is placed. 

 

5. DISCUSSION AND RESULT 

In this research paper we have mentioned that our system is designed 

consisting following components such as, a servo- motor, an ultra-sonic sensor 

and a micro-controller (Arduino). System’s objective is to track the distance 

and angle of the object and to represent this information graphically, means 

its output should be in graphical form which will be represented through 

processing software. We can have an idea of an efficiency of this radar by 

testing objects at different levels and observe how faster or smoothly it detects 

an object that it finds in a way and gives us an expected range of the obstacle 

[3].   

Following figure show the results of the monitor screen of our design when 

the sensor rotates through the area and detects obstacle in the way. The red 

area indicates the presence of obstacle and below the angle of incident and 

distance is being displayed.  
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Testing of the system 

a) Object 1 is placed 30.5 far from the radar, radar gives the distance 32 

cm, so: 

o error =(32-30.5)/30.5)*100= 4.918%   

o efficiency 1 = 100-error =95.08% 

 

Figure 4. Processing IDE Screen displaying output of the system which we teseted by 
placing objects. 
 

b) object 2 placed at a distance of 20.3 cm ,radar gives the distance 21 cm 

so: 

o error = ((21-20.3)/20.3)*100 = 3.44% 

o efficiency 2 =100-error= 96.55% 

 

 
Figure 5. Processing IDE Screen displaying output of the system which we teseted by 
placing objects. 
 

After the observations and calculations we can conclude that this system is 

95.815% efficient. 

 

6. APPLICATION  

This Radar System have various applications for security purposes and it is 

mainly used for mapping.  

o APPLCATION IN AIR FORCE: 

It is used in airplanes or aircraft machines which have implemented radar 

system in it to detect the objects that comes in a way. It is also used to calculate 

height readings. 

o APPLICATION IN MARINE: 

This radar system also used in ships or marine. It is implemented on big ships 

to calculate the distance of other boats or ships, with the help of this sea 

accidents can also be reduced by not colliding. It can also be implemented on 

ports to see the distance of other ships and to monitor or control the ship 

movements.  

o APPLICATON IN METEROLOGY: 
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Meteorologists also uses radar systems to track or monitor the wind. It has 

been become an important equipment for climate testing. For example to 

detect tornados, storms.  

 

7. CONCLUSION  

Numerous advanced control methods gave designers to have more command 

over different advanced applications. In our paper, the recommended 

mapping method of whole system is assessed on small principles or scale [11]. 

The field that we have chosen for our design “Radar System” is a very vast field 

and future scope of this technology is very high. We have tremendous 

applications in which radar system have been implemented or used [3]. There 

is a lot of future scope of this design because of its security capacity. It can be 

used in many applications. This framework can also be developed or modified 

according to the rising needs and demand [4]. 

 

As we have designed a short range radar therefore our research was specified 

and limited. This system can only detect objects from 0 to 180 degrees only 

because the servo motor that we have used can rotate only to this range. So, 

due to this limitation our design cannot be applied to places or areas for 

obstacle detection on a larger scale. Usage of a 360 degrees rotating servo 

motor can make the system more efficient. We look forward to modify this 

system and enhance our research work by using a fully 360 degrees rotating 

servo and a higher ranged ultrasonic sensor. We can further add features to 

this system i.e. making it mobile, mounting an alarm system to it which turns 

on when obstacle is detected. Further modifications could be an obstacle 

avoiding robot with surveillance system.  
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ABSTRACT 

As Demand of High speed devices increasing for RF and satellite 

communications with better accuracy, MEMS technology is considerd to be 

emerging technology to fulfill that need. In this paper, A MEMS shunt 

capacitive switch with fixed- fixed beam have been designed and simulated for 

numerous parameters. The parameters for study are Selection of beam 

material for the switch, air gap distance between electrodes and importantly 

the actuation voltage. For studying the effect of air gap and beam width on 

switching time , the air gap was varied from 0.6 µm to 2.0 µm and beam width 

from 1 µm to 50 µm. For an actuatiuon voltage of 10.5 V and air gap distance 

of 0.6 µm, switching time result is 0.2 ns for spring constant equal to gold 

material.Study also considers the effect of increasing beam dimension in terms 

of width for a constant gap height. This syudy will be helpful for designing a 

MEMS capactitive switch for higher speed and for selection of proper 

dimension to get better performance. 

 

KEYWORDS 

Beam, Electrode, MEMS, RF, Switch, Switching time. 

 

1. BACKGROUND  

RF MEMS switches are considered to be a potential switching device for high 

speed switching applications. These types of switches have capability of 

replacing traditional MOSFET switch, Tunnel Switch and Pin-diode based 

Switch [1-4]. Many actuation mechanisms such as optical actuation, 

electrostatic actuation, thermal actuation and actuation by force are used for 

MEMS switch devices [5]. Mostly used actuation mechanism is Electrostatic 

actuation since it has many practical advantages such as low power 

requirement and small sized device. Despite of having various advantages, 

MEMS switches lack in switching speed and requirement of low pull in voltages 

[6-7]. Various techniques are currently being used to overcome the problems 

associated with these switches. Low spring constant materials are considered 

to be prominent source of material for low pull in voltage but at the same time, 

the switch suffers with low speed and reliability of device [8-9]. The switching 

speed can be increased by using a switch beam with lower mass. The switches 

made up of low mass materials relatively posses high speed compare to higher 

spring constant materials [10]. A. Kundu et al. (2010) have designed a new 

switch where the top metal and central conductor both are movable and 

considerable improvement was found in actuation voltage requirement and 

switching time as 20 % down [11]. S. Sekhar et al. (2011) designed 

electrostatically actuated MEMS switch and experimental as well as FEM 

analysis were done. Their observation concludes that pull up time is more than 

pull in time which is somewhat counter part because in case of pull in there is 

much larger electrostatic force compare to pull up restoring force at release 

time [12]. C. Siegel et al, have provided the switching analysis of MEMS 

cantilever-based switch and article reports that measured switching time in the 

air medium for the switch is below 75 µs which is also dependent of actuation 

voltage. Semiconductor effect in actuation path is responsible for 60 µs and 

switching time also depends on bending of the membrane [13]. Markus et al 
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(2014) have reported that they have designed a MEMS switch which requires 

very low pull in voltage as 5V and switching time is less than 10 µs at 5 Ghz. 

The designed switch is very much usable for RF applications [14]. K. Guha et 

al. (2015), have proposed meander-based switch made up of Aluminum 

membrane and the study was done for providing very less switching time as 3 

µs for actuation voltage of 5V [15]. K. Guha et al. (2018) have also proposed a 

new analytical model for analysis of switching time for perforated MEMS 

switch. They have presented modified Mejis and Fokkema’s model and the 

model is capable of evaluating switching time for uniform as well as non-

uniform meander-based switch designs. Results were plotted between 

switching time and displacement for uniform and non-uniform meander 

designs with different Vs and materials [16]. 

In this article, a Shunt capacitive MEMS switch is designed which is capable of 

working at very high frequency range 20- 100 Ghz approximately.. The MEMS 

switches have also been designed by other researchers having different kind of 

structures. But these designed switches have many disadvantages such as 

insertion loss, isolation loss, return loss and very important switching time.The 

previously published articles in the domain have addressed about losses 

associated with their designed switches but only a few articles have presented 

switching time analysis [refer table.2 ]. Firstly, the structure presented in this 

paper was optimized in terms of different size dimensions as well as the 

selection of materials involved a rigorous literature review and were so chosen 

that the disadvantages associated with previously designed switches could be 

overcome [17-18]. After designing the switch, we have done many static 

analysis such as pull in voltage analysis and RF analysis which have already 

been published in a journal of repute [21]. We found that the designed switch 

is showing a great improvement in terms of insertion, isolation and return loss 

parameters [21] Here, An analysis of the MEMS switch considering switching 

time is presented in terms of dielectric constant, voltages, air gap and width of 

the beam material.  

In the proposed work we have taken most promising issue related to the 

MEMS switch that is switching time. Our work has shown tremendous 

improvement in terms of switching time as well as losses associated with. The 

switch designed on MEMS technology generally have one disadvantages of 

having larger switching time which has been significantly improved and which 

is presented in the paper. 

 

2. DESIGN OF PROPOSED MEMS SHUNT SWITCH AND WORKING 

 
Figure 1. Schematic of proposed RF MEMS shunt switch. 
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The schematic of designed MEMS shunt switch is shown in the Figure1. The 

switch consists of silicon substrate, dielectric layer (Si3N4) placed over CPW 

transmission line and gold material is used for beam bridge, beam supporting 

anchors and transmission line central conductor as well as CPW ground. There 

is an air gap g0 between Au top electrode and dielectric layer above CPW signal 

line. The switch is actuated by using very common actuation technique that is 

electrostatic actuation. Initially there will not be applied any actuation voltage 

and the signals in the signal line go without any interruption. When a voltage 

is supplied between beam and down electrode (CPW signal line) as shown in 

fig.1, an electrostatic force is developed on switch membrane (beam) and this 

force pulls down the beam. When this beam touches dielectric material, it 

forms a path between signal line and beam to the CPW ground for signals 

coming from CPW signal line, thus signal goes to CPW ground, the switch is 

called to be in OFF state. In the actuation and switching analysis, the supply 

voltage, air gap and material properties play very important role. 

 

3. FORMULATION & SWITCHING PERFORMANCE ANALYSIS 

RF MEMS switch generally offers a better performance characteristic when 

considered for low insertion loss, high isolation and low return loss. The 

performance characteristics of the switch does not only depend on these losses 

but also depends on the speed to make open and close circuit, generally 

termed as switching speed. Switching speed can be improved by employing 

different techniques such as TMPS technique [11]  where the electrode as well 

as signal conductor move to offer a better switching speed. In this section, we 

are going to include some important switching equations for switching time 

analysis. 

The switching time in terms of applied voltage (𝑉𝑠), pull in voltage (𝑉𝑝) and 

operating frequency can be given as [19] 

𝑡𝑠 = 3.67
𝑉𝑝

𝑉𝑠⁡𝜔0
                                                                                                                                                          

(1) 

Where, ′𝑡𝑠′ is the switching time of the designed switch, 𝑉𝑝 is the pull in voltage 

(10.5 V), Vs is the supplied voltage (𝑉𝑠 = 1.4⁡𝑉𝑝) and 𝜔0⁡is the operating 

frequency or resonance frequency of the switch. Spring constant of the 

material specifically used for switch membrane is important parameter for the 

switching time analysis of the switch. An equation for switching time in terms 

of spring constant of beam membrane can be obtained by putting 𝑉𝑠 = 1.4⁡𝑉𝑝 

and 𝜔0 = (
𝑘

𝑚𝑒
)
1/2

[16] 

 

𝑡𝑠 = 2.62⁡ (
𝑚𝑒

𝑘
)
1/2

                                                                                                                       (2) 

Where, ‘𝑚𝑒’ is the effective mass and ‘𝑘’ is the spring constant of the beam 

membrane for the designed switch. 

The switching time in terms of gap height g0 and width of the membrane can 

be approximated and give as [11] 

 

𝑡𝑠 =
1

𝑉𝑠
⁡(
4𝑚𝑒∗𝑔03

Ɛ0∗𝑊
)
1/2

                                                                                                                  (3) 
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Where, 𝑔0 is the initial airgap between the membrane and signal line, Ɛ0 is the 

free space permittivity and 𝑊 is the width of the switch beam membrane.  

The equations which are provided above helps in analyzing the switch 

performance in terms supplied voltage, spring constant, air gap heights and 

width of the top metal beam. 

 

4. RESULT & DISCUSSIONS 

A MEMS capacitive shunt switch was designed as shown in the Figure 1. The 

design parameters and materials used in the proposed switch is given in the 

Table.1. The operating frequency of the switch was calculated using coplanar 

waveguide calculator [20] and was verified using COMSOL Multiphysics 5.1 

software. 

 

Table 1. Design parameters and materials used of the proposed switch. 

Serial number Design Parameter Value (in µm)  Materials used 

1 Beam length 100 Gold 

2 Beam width 

Beam thickness 

5 

1 

Gold  

Gold  

3 Coplanar wave guide 50-10-1 Gold  

4 Dielectric thickness  0.4 Si3N4 

5 

6 

7 

 

8 

Substrate thickness 

Air gap 

Supply voltage for 

switching analysis (𝑉𝑠 =
1.4⁡𝑉𝑝) 

Operating frequency  

5 

0.6 

14.7 V 

 

62 Ghz approx. 

Silicon 

------- 

------- 

 

-------- 

 

 
Figure 2. Switching time variation in terms of applied voltage (Vs = 1.4 Vp). 

 

In the Figure 2, result for switching time for the sweep of 0-15 V in supply 

voltage is given. From the plot we can understand that in the voltage range 0-

5 V, switching time is more compare to switching time for 5-15 V. our designed 
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switch posses pull in voltage about 10.5 V for which we obtain the switching 

time as low as 0.2 ns. 

 
Figure 3. Switching time variation for varying spring constant of beam material.  

 

Figure 3 illustrates, the curve between spring constant for the beam material 

and switching time. It can be clearly concluded that the switch made up of high 

spring constant value is going to require very less switching time compare to 

beam materials with low spring constant thus enables switch to work at high 

speed.  

 

Figure 4. Switching time as function of varying air gap height between beam electrode and 
dielectric layer above signal line. 
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Figure 4 depicts the result between the air gap heights and switching time for 

designed switch, as per the literature the lower the gap between top and 

bottom electrode demands lower switching time but lowering of this gap is 

permissible only up to certain limit since there should be enough gap to apply 

supply voltage (𝑉𝑠 = 1.4⁡𝑉𝑝). In Figure 4 it can be observed that as we are 

approaching towards higher air gap, the requirement of switching time is also 

increasing which considerably reduces the speed of the switch. 

 

Figure 5. Switching time variation for different beam width for air gap go,g1,g2 and g3 .  

 

As per the equation (3) of the section.3, we can see that the beam width does 

play an important role for switching speed or switching time of the device. In 

the Figure 5, the result for varying width of the beam and switching time is 

plotted for constant air gap (g0 = 0.6 um, g1 = 1.0 um, g2 = 1.5 um & g3 = 

2 um). Arrow sign in the Figure 5 is kept for showing increasing air gap height 

direction. as we keep on increasing the width of fixed- fixed beam of the switch, 

the switching time required is getting lesser. While choosing greater beam 

width, we should note that for a miniaturized device, there is need of using 

beam with lesser beam width. The effect of increasing air gap between beam 

electrode and lower electrode are considerably high for the same sweep of 

beam width. In the Figure 5, it can be observed that as we are increasing this 

gap the switching time requirement is going to be very high compare to lesser 

beam width. Thus, there is a need for trade off between the switch parameters 

such as air gap, beam width, applied voltage and selection of materials for 

improving the switching time which ultimately improves the switching speed. 
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Table 2. Compared results obtained with various losses, Frequency of operation and switching 
time. 

Sr. No. Insertion 

loss 

Isolation Return 

loss 

Switching 

time 

Frequency 

of 

operation 

References 

1 0.29 dB 20.5 dB ------- Not done 35 Ghz Muhua li et al 

[2017] [22] 

2 -0.4 dB 80 dB ------- Not done 20 Ghz Guha et al. 

[2016] [23] 

3 -0.44 dB - 20 dB - 16 dB Not done 0.6 – 40 

Ghz 

T. Laxmi 

Narayana et 

al [2017] [24] 

4 ------- -------- --------- < 10 us 5 Ghz M. Gatzsch et 

al [2014] [14] 

5 -0.05 dB -12 dB -45 dB 0.2 ns 61.5 Ghz Our work  

 

 

A comparision have been shown in Table 2 between our designed MEMS shunt 

capacitive switch and switch reported in other articles. Through comparision 

it was found that our designed switch results in a much improved performance 

in terms of losses and switching speed. 

 

5. CONCLUSION 

The paper presents the performance analysis of a new and simple shunt 

capacitive switch design in terms of switching time. The analytical equations 

were presented for the analysis. Specifically switching time was analytically 

analyzed on four parameters such as supplied voltage, spring constant of 

material, initial air gap heights and width of the material. From the analysis of 

the results, it can be concluded that trade off between supply voltage and 

switching time is required since high switching is achieved for high supplied 

voltage but a device with high supply voltage is not recommended. High 

spring constant materials results in less switching time which practically 

improves switching speed. A switch with larger beam width and lesser air gap 

is efficient for high switching speed. This study will surely be useful for 

researchers working in the area of MEMS switch design for high frequency 

applications. 
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ABSTRACT 

The main focus of this work is to design a bilateral telecontrol of a mobile robot 

AutoMerlin through the Internet. The Internet has an inherent delay, packet 

drop, out of order data transmission, duplication, and other impediments as a 

communication channel. These factors cause the system to become unstable 

and difficult to control through the Internet. The velocity tracking becomes 

really hard and the force feedback also rises to an unacceptable level due to 

delay and other impediments. In order to address these issues, a power based 

TDPC (Time Domain Passivity Control) has been utilized in this work for the 

development of stable telecontrol. This approach is based on energy. The 

energy has been classified as positive and negative energy to make passivity 

analysis independent of monitoring of net system energy in real time. Thus, 

monitoring the net energy output at each port enables the extension of TDPC 

for delayed systems called TDPN (Time Delay Power Network). TDPN helps 

in velocity/force tracking. It transmits velocity/force unaltered by rejecting the 

active energy. PO (Passivity Observers) indicate the active behavior and the PC 

(Passivity Controllers) dissipate extra surplus energy to keep the system stable 

and passive all times. The performance has been tested and plotted to show 

the effectiveness of the bilateral controller under random delay and other 

limitations.        

 

KEYWORDS 

Telecontrol; Haptic force; Joystick; Unstructured environment; Slave robot; Time delay 

power network; Random delay.   

 

1. INTRODUCTION 

Bilateral telecontrol of a mobile robot can be defined as control of the robot 

from a remote location while receiving force feedback from it as shown in 

Figure 1. The complete configuration of telecontrol comprises of a human 

operator, a haptic device connected to a computer having client algorithm, 

communication medium, slave robot equipped with server algorithm and 

remote environment [1-4]. The human operator applies the required 

maneuvers to the master haptic device which translates it into inputs for the 

slave robot in the remote environment. The desired inputs of the master 

device travel through some communication medium to the slave robot. These 

commands/instructions are executed by the slave robot in order to manipulate 

the remote environment. The effect of the environment is a reactive force on 

the slave robot. This force is sent as force feedback from a remote location to 

master haptic device. This force feedback is played over the haptic joystick. 

The human operator experiences the force feedback via haptic device and gets 

a sensation of actually manipulating the remote location directly. Telecontrol 

is a combination of different subsystems that exchange energy. The energy is 

exchanged by forwarding velocity and receiving force feedback [5-7]. Passivity 

control is based on system’s net energy and it is an efficient tool for the stability 

analysis of the bilateral telecontrol. The combination of passive subsystems is 

always a passive system [8]. Hence, to ensure the passivity of the system, the 

subsystems can be analyzed to be passive all times. The stability based on the 
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mathematical model of the system imposes conservative and strict rules on the 

performance of the system. It cannot easily tolerate the delay in the system and 

also requires accurate information about the remote environment [9-10]. The 

passivity is independent of a mathematical model of the system and is based 

on energy balance.      

The master and slave are passive as they dissipate energy but when they are 

connected by means of any communication medium, then that medium can 

behave actively by inducing surplus energy in the system. The time delay is the 

main source of instability and activity too. A passivity-based approach using 

wave variables has been proposed by Niemeyer [11]. Wave variables have been 

utilized to develop the teleoperation with force reflection. Similarly, the 

scattering approach has been presented by Anderson and Spong [12]. These 

approaches have guaranteed the passive telecontrol at the cost of over 

dissipation of energy. This over dissipation of energy resulted in conservative 

performance [13-15]. To cope with these issues a remarkable approach based 

on TDPC has been presented by Ryu and Hannaford [16]. TDPC has two main 

elements called PO (Passivity Observer) and PC (Passivity Controller). PO 

keeps the track of energy entering and leaving the system to estimate net 

energy. The PC takes all the needed measures to dissipate surplus energy 

introduced in the control loop by various means. TDPC is based on calculation 

of net energy in real time to perform necessary control action. But in case of 

time delay due to distance or communication through a shared medium, the 

observation of net energy is not possible in real time. Hence the controller 

cannot take any action against the active energy. Therefore, Artigas has 

presented an extension to TDPC for the delayed system [17]. By using an 

Electrical/ Mechanical analogy, it has been proven that instability occurs due 

to non- passive 

communication 

block during  

 

 

 

 

 

 

 
Figure 1. The bilateral telecontrol of AutoMerlin. 

 

bilateral telecontrol with constant or random delay. A communication block 

has been modelled as a lossless entity which acts as a passive element even with 

time delay [18]. Teleoperator’s stability has been guaranteed without limiting 

the bandwidth. This control approach ensures passivity of all subsystems in the 

closed-loop i.e. master, communication block and slave. Once the passivity is 

attained, the system is stable even though there are limitations and 

disturbances. These limitations are human operator dynamics, variable and 

unknown communication delay. Force feedback has been modelled as 

summation of two forces i.e. the virtual force and friction. The virtual force is 

based obstacles in the vicinity of the robot in a remote environment and friction 
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is between ground and wheels. The virtual force calculated due to obstacles is 

a function of distance and velocity travelled by mobile robot. The complete 

method and its elaboration have been given in [4]. This force acts on the robot 

while it is moving in a remote environment is played over the haptic device as 

force feedback to the human operator. The velocity, force telecontrol is shown 

in Fig. 2. The slave robot is receiving the velocity command from the master 

device and delayed environmental force from the slave is reflected back.  

Section I of this paper is Introduction about telecontrol, different approaches 

used in teleoperation and their pros and cons. Problem description has been 

presented in Section II with different plots to clearly illustrate the issues. 

Section III briefly describes the TDPN. It has mathematical modelling for the 

passivity of the network with random delay. The energy relations have been 

explained in it. Section IV has experimental results to show the performance 

of the teleoperation with TDPN. Section V has Conclusion and Future Work.  

 

2. PROBLEM DESCRIPTION 

The objective of telecontrol is to establish a close coordination among the 

interacting subsystems i.e. the haptic device and slave robot along with some 

limitations like limited bandwidth and random or constant time delay. 

Therefore, to elaborate the problem, there are some plots which have been 

included in this section to realize the actual issues. The blue line in the Figure 

3, shows the master haptic device’s velocity and the green line represents the 

velocity of the slave robot. It is vivid that the slave velocity is more than the 

desired velocity set by the master device. This is due to the activity of the 

Internet because the master velocity travels through it and it has the delay in 

it and also other limitations like duplication, drop in packets and change in the 

order of data etc. [4]. The blue line indicates energy input at the master side 

while the green line is showing energy output and net energy is represented 

by a red line in Figure 4.   

 

Figure 2. Block diagram of  telecontrol. 

 

It is clear from the plot that the net energy is negative and it is accumulating 

because active energy is not being dissipated. Figure 5, shows the two forces 

i.e. virtual force on the slave robot and force feedback on master haptic device. 

During certain intervals like after 4 seconds, the force feedback is larger as 

compared to the environmental force acting on the slave. Due to surge in force, 

the energy output is greater as compared to the energy input. This implies 

that the shared medium i.e. Internet is adding energy into the system to make 

it active and unstable. The energy comparison between net energy, input 

energy and output energy from slave to master has been plotted in the Figure 

6.  
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Figure 3. Linear velocities of both robots. 

 

Figure 4. Energy flow master to slave. 

 

Figure 5. Force comparison on both robots.  

 

Figure 6. Energy flow slave to master. 

 
Figure 7. A Two-port network as TDPN. 
 

3. TDPN (TIME DELAY POWER NETWORK)  

The communication medium is adding active energy in the passive telecontrol 

system while reciprocating the velocity/force. Therefore, in order to solve the 

issue of active energy, the communication medium has been modelled as a 

Two-port network in which velocity/force move contrary to each other as 

depicted in Fig. 7. Each port corresponds to a real-time velocity/force signal 
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and its conjugate delayed signal. The velocity force multiplication is power and 

the accumulation of this power over time results in energy. This modification 

of the communication medium is called the TDPN. TDPN acts in the same 

manner as the conventional communication medium but it assists in resolving 

the issue of random time delay inherent to a network. Instead of exchange of 

velocity/force, a non-conventional concept is used i.e. transfer of energy at each 

port. Positive and negative energies are segregated at each port. Positive 

energy is getting in while negative energy is getting out at each port. The 

analysis of energy is done with respect to input energy at the output of each 

port. PO calculates the net energy output at each port. Whenever PO finds out 

an active energy presence, then the relevant PC takes the corrective measures 

to dump extra active energy to make the system passive again. This leads to a 

stable telecontrol as shown in Fig. 8. This approach separates the energy flow 

in the backward and forward direction and there is no connection between 

these two quantities for passivity analysis of the whole system. 

 

A. Passivity of TDPN 

Figure 7 shows the velocities and forces entering and leaving a Two-port 

network. Power is the product of these two variables. The total power of the 

network can be written as given in (1). 

 

)()()( tPtPtP SMN 
 

 (1) 

)(tPM (M=master) is the power on the master side of a Two-port network and 

)(tP
S (S=slave) is the power on the slave side while 

)(tPN (N=network) is the 

power of the network. The energy at both sides of the network is described as 

 dPtE
t

MM 
0

)()(
 

(2) 

 dPtE
t

SS 
0

)()(
 

(3) 

 dVftE
t

MMM )()()(
0

 
 

(4) 

 dVftE
t

SSS )()()(
0

 
 

(5) 

 

)(tE
M , 

)(tE
S are the energies on master side and slave side respectively. Hence, 

to keep the network passive, the following condition should prevail.   

0,0)(  ttP
N  

(6) 

 

)(tE
M , 

)(tE
S are not available due to time delay simultaneously. Therefore, in 

order to solve this issue the positive and negative power has been taken at each 

port so that net energy can be calculated in the presence of delay. 
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Both robots positive and negative energies are  
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)(tE in

is positive and 
)(tE out

is negative entering and leaving the port 

respectively at each side. 
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Overall net energy of whole system is given in (20). 
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)(tE

SM   is the energy from master haptic device to slave robot and 
)(tE

MS  

from slave robot to haptic device. 
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The network is passive until the (24) and (25) inequalities are satisfied. 
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Df is the delay time from master to slave called forward delay and Db is the 

backward delay from slave robot to haptic device. The net energies with a 

forward delay Df and a backward delay Db are given in (26) and (27). 
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B. Passivity observer 

)(nEObs

M , 
)(nEObs

S
are observers at each side as given in (28) and (29). n 

represents the random time interval between two sample time. M in (28) is 

master controller and 
S

in (29) is slave controller. 
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C. Passivity Controller 

To realize a stable telecontrol, it is necessary to dump active energy which is 

introduced by the communication medium into the telecontrol system.  
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Figure 8. Master and slave controllers. 

Designed M and 
S

 behave as dissipative elements on master and slave side 

of the TDPN respectively. The dissipation action reduces the effect of surplus 

energy to minimal. M , 
S

provide necessary controller action when the value 

of the observed energy is negative. The corrective measures are applied to 

velocity and force feedback as given in (32) and (33) and shown in Figure 8. 
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4. EXPERIMENTAL RESULTS 

The performance of passivity control with TDPN for telecontrol of mobile 

robot AutoMerlin has been plotted and presented in this section. The 

performance of the controller has been tested without and with the obstacles 

around the robot in the remote environment. The first test run was performed 

when the environment was free of obstacles. Fig. 9, shows offset between two 

velocities due to the time delay. The dots represent the random time delay 

between two sample times. It is vivid from Fig. 9, that there is no surge in slave 

velocity after passing through a communication channel with random delay. 

Blue plot is energy input and green plot energy output on master and slave 

side respectively in Fig. 10. The output energy has surge in it due to active 

energy. Hence, its value is greater than the input energy as depicted in the 

Fig. 10. The slave controller measures the active energy and diffuses its effect 

by dissipating it so that the forward communication always remains passive as 

drawn in Fig. 11, by the blue line. Force feedback is sent back from the remote 

environment to master haptic device. Fig. 12, is showing the force on the 

remote robot as a blue line and force feedback on the haptic device as a green 
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line with the random delay indicated by dots. Fig. 13, shows the input energy 

entering the port from the slave side with the blue line and green line plot is 

the output energy on the other side. The surplus energy is being added by the 

network and due to this addition, the system output energy is greater than 

respective input energy. As the force on both sides is similar, the master 

controller is dissipating the effect of active energy as shown in Fig. 14. 

Whenever there is an active behavior by the network on either or both side the 

master and/or the slave controllers dissipate the same amount of active energy 

so that the system remains passive and hence stable.  

 

Figure 9. Linear velocities of both robots. 

 

Figure 10. Energy flow master to slave. 

 

Figure 11. S controller. 

 

Figure 12. Force comparison on both robots. 
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Figure 13. Energy flow slave to master. 

 

Figure 14. M controller. 
 

The second test run was done when there were obstacles in the environment to 

evaluate the performance of the controller. The following plots show the 

performance of the controller with obstacles around the operational area of the 

remote slave robot. The Fig. 15, shows that there is no change in velocities and 

Fig .18, shows the force on both the slave robot and the master robot is the 

same. The dots indicate the random intervals. The rise in slave force is due to 

the unstructured environment with obstacles. This rise in force is vividly seen 

in Fig. 18. Similarly, the plots show that whenever there is an active behavior 

both M and 
S

 dissipate energy so that a stable and passive telecontrol can be 

performed 

.  

Figure 15. Linear velocities of both robots. 

 

Figure 16. Energy flow master to slave. 
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Figure 17. S controller. 

 

Figure 18. Force comparison on both robots.  

 

Figure 19. Energy flow slave to master. 

 

Figure 20. M controller. 
 

5. CONCLUSION AND FUTURE WORK 

The performance of the designed controller is excellent and it is keeping the 

system stable and passive all times. There is no compromise on unknown 

parameters because the controller is not based on the mathematical model of 

the system. It only functions when required. In order to extend this work, there 

are different tasks under planning like the addition of more robots for the 

telecontrol of a team of robots for multi-tasking.  
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